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ABSTRACT

We study transition path properties such as the transient probability density, transition path time and its distribution, splitting probability,
coefficient of variation, and the transition path shape of active run and tumble particles for unconstrained motion. In particular, we provide
the theoretical description of the transition path properties using forward and backward master equations. The theoretical results are sup-
ported by Monte Carlo simulations. In particular, we prove that the system dynamics do not feature a symmetry breaking in the transition
path properties for the case of run and tumble particles considered here. The symmetry of the transition path properties is shown to emerge
for variations of the particle tumbling rate, particle speed, and transition path region.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0249277

Active matter is a popular example of non-equilibrium systems,
and there are various novel phenomena that are being explored,
including the associated transition path properties. The transi-
tion path dynamics has been widely explored in physical, chem-
ical, and biological systems. Here, we use this approach for the
investigation of the transition path mechanisms of run and tum-
ble particles based on a newly developed theoretical approach. In
particular, we illustrate the rich transition path dynamical behav-
iors of run and tumble particles. The theoretical and numerical
results reveal that the tumble rate and velocity of the particles can-
not affect the symmetry breaking phenomenon of the transition
path dynamics. We argue that our results provide a paradigm for
the study of transition path dynamics in active matter.

I. INTRODUCTION

Active matter forms a class of non-equilibrium systems that
can self-propel by consuming energy from their surroundings.1–5

From the standpoint of statistical physics, active matter provide
an ideal simplified model to explore the fundamental aspects

of nonequilibrium systems.6 Examples of active systems range
from molecular motors,7–9 over synthetic Janus particles,10 micro-
organisms such as bacteria,11,12 to birds13 and fish schools.14

Self-propelled particles and their ensembles are model systems
of active matter. On a more abstract level, for instance, the move-
ment of swarms of mosquitoes were already discussed by Ross in
1902 in the context of malaria spreading15 and modeled in terms
of a random walk by Pearson in 1905.16 The motion of an individ-
ual neutrophil cell chasing a bacterium in a blood smear filmed by
David Rogers in the 1950s has become an iconic movie for active
motion of single cells.17 Systematic studies of bacterial motion by
flagellar propulsion were conducted by Berg since the 1970s.18 Based
on physical models, in 1987, Reynolds introduced the “Boids model”
to numerically simulate the collective motion of land animals and
fish schools.19 In 1995, Vicsek proposed the Vicsek model,20 in which
self-propelled particles move at a constant speed, and the direction
of motion is influenced by the surrounding particles. This simple
and efficient model can be used to reveal the formation mechanism
and dynamical characteristics of group dynamical behavior. Such
self-propelled particles can be man-made micron-sized or nanopar-
ticles, or biological matter. In recent years, with the continuous

Chaos 35, 053132 (2025); doi: 10.1063/5.0249277 35, 053132-1

Published under an exclusive license by AIP Publishing

 09 M
ay 2025 05:44:22

https://pubs.aip.org/aip/cha
https://doi.org/10.1063/5.0249277
https://doi.org/10.1063/5.0249277
https://pubs.aip.org/aip/cha/action/showCitFormats?type=show&doi=10.1063/5.0249277
http://crossmark.crossref.org/dialog/?doi=10.1063/5.0249277&domain=pdf&date_stamp=2025-05-08
https://orcid.org/0009-0005-4593-1700
https://orcid.org/0000-0002-8407-4650
https://orcid.org/0000-0002-6013-7020
https://orcid.org/0000-0003-1289-8674
https://orcid.org/0000-0003-1702-2209
mailto:hsux3@nwpu.edu.cn
https://doi.org/10.1063/5.0249277


Chaos ARTICLE pubs.aip.org/aip/cha

development of colloid science and technology, the synthesis of
controllable self-propelled particles has gradually become a basic
research object in the field of active matter. Among these, the size
of synthetic active Brownian particles is at the micro- to nanometer
level,21 and due to their easy manufacture, such active particles have
been used in a large number of studies in experiments and theories.
In particular, active particles can explain the self-propelled behavior
of biological individuals in general.22 In biology, self-propulsion is
needed, e.g., to search for nutrients to escape predators.

With the study of bacterial movement patterns, the run and
tumble particle (RTP) model was developed, and it is now one
of the paradigmatic models of self-propelled particles.23 RTPs per-
form persistent Brownian motion. The model remains one of the
few accurately solvable models of self-propelled particles and is
often used as pioneering research to understand more complex
phenomena.24 Especially, the work of Berg on the flagellar propul-
sion of Escherichia coli increased the interest in the RTP model, in
biological modeling of bacterial motion.25

A remarkable feature of RTPs and other active particles is that
they do not satisfy detailed balance, and even at the single-particle
level, they exhibit many interesting dynamical behaviors different
from those of Brownian particles. Recently, theoretical and experi-
mental studies on RTPs have provided significant new insights, e.g.,
in the context of positional distributions,26,27 stochastic resetting,28,29

anomalous transport properties,30 phase transitions,31 first passage
properties,32,33 field theories, and entropy production.34,35 Specif-
ically, RTPs have non-equilibrium (non-Boltzmann) steady state
distributions in an external potential.36,37 In confined regions, the
persistence of RTP motion can lead to the accumulation of parti-
cles at the boundaries.38–40 The resetting of the position and velocity
of RTPs result in non-equilibrium stationary states, e.g., Laplace
distributions.41 The first passage time statistic of RTPs no longer sat-
isfies Arrhenius law.42,43 Significant progress has been made in the
theoretical calculation of the transient probability density of RTPs
in the free-diffusion case.44 However, despite its seeming simplic-
ity, the RTP model still lacks a precise analytical description of the
kinetic behaviors, in particular, for the transition path dynamics.45

Here, we are interested in the transition path dynamics of
RPTs. Transition paths46,47 contain all the key information and are
the most important part of capturing the occurrence of escape
dynamics behavior. Transition path dynamics include measures of
splitting probability, transition path time and its distribution, tran-
sition path shape, etc.48 Specifically, the transition path time49 is the
duration of the transition path over the transition region and por-
trays the time taken by the particle to successfully undergo the true
exit behavior.50 In molecular systems, the transition path time may
be the transition time through the pore of a cell membrane, ion
channel transport, or the translocation time of a polymer through
a pore.51 The coefficient of variation (COV) is applied to describe
the relative width of a distribution, and it is used in various fields
from engineering to economics. In fact, the COV of a distribution
is a more robust statistical measure than the distribution itself. In
general, the value of the COV is small for narrower distributions, a
heavy-tailed distribution has a COV exceeding one, and the COV
of exponential distribution equals one.52 Meanwhile, the COV of
transition path time distribution reveals the dimensionality of the
underlying free energy landscape. A COV exceeding one is also a

characteristic of multidimensional dynamics.53 The transition path
shape54 is a characteristic of the dynamic distribution of time and
position of the transition path within the transition region. It is a
more detailed measure of the transition path sequence, reflecting
better the specific information of the transition path sequence. The
transition path shape is a powerful tool for studying the mecha-
nism of rare events such as chemical reactions and conformational
transitions of biological macromolecules, and is important for the
characterization of the true exit problem of systems.

Over the recent years, many numerical and theoretical studies
on transition path dynamics have emerged. A series of efficient sim-
ulation methods have been proposed, such as umbrella sampling,55

transition interface sampling,56 string method,57 milestoning,58,59

forward flux sampling,60,61 and deep learning.62–64 Since the the-
oretical computation of transition paths involves solving the
Fokker–Planck equation with two absorbing boundaries, most of
the theoretical studies have focused on one-dimensional systems.
Subsequently, theoretical studies to include non-Markov effects65,66

and different potential functions,67–69 noise,70,71 and other aspects,
have contributed to the physical picture of transition paths. Inter-
estingly, non-equilibrium systems72,73 can break the symmetry of the
transition path time, e.g., dynamical systems driven by Lévy noise,74

Poisson noise,75 telegraph noise,76 and other non-equilibrium forces.
The study of symmetry breaking phenomena in transition paths
is crucial for protein conformational analysis, engineering safety
design, and clinical drug development.77,78 Gladrow76 verified exper-
imentally that telegraphic processes can lead to symmetry breaking
in the properties of transition paths. To close the gap, we here study
analytically the transition path dynamics of RTPs, for which theo-
retical analyses are still largely pending. At this point, we note that
the RTP dynamics can be mapped on the telegraphic process.79

Several factors underscore the importance of the study of tran-
sition path dynamics of RTPs. First, active matter is inherently
governed by non-equilibrium states with novel macroscopic ther-
modynamic properties.1 Particularly, recent studies have shown that
familiar equilibrium thermodynamic concepts and relationships are
not fully applicable to active matter systems, often leading to coun-
terintuitive phenomena.80 Furthermore, the study of cell movement
has significant implications, as it can reveal the significance of topo-
logical defects in biological development,81 while the research of
the transition path dynamics of active matter is expected to pro-
vide the possibility for active drug delivery and precision diagnosis
and treatment.82 Moreover, the transition path dynamics of RTPs
received less interest, and most results relevant to active particles are
limited to the case of Gaussian colored noise. The transition path
dynamics of RTPs is subject to further study.83 Therefore, the transi-
tion path properties of run and tumble particles reflect an important
aspect of the complete stochastic theory of RTPs.

The paper is structured as follows. In Sec. II, the theoretical
derivation of the transient probability density, transition path time
distribution, splitting probability, transition path time, COV and
transition path shape of a free RTP are studied in detail starting
from the forward and backward master equations. Subsequently, in
Sec. III, the numerical simulation method for the system is detailed.
Then, the theoretical approach is applied to the transition path
region and transition path properties of RTPs in Sec. IV. Finally, the
concluding part of the paper is presented. Some specific procedures
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for the theoretical calculation of the transition path properties are
collected in the Appendices.

II. TRANSITION PATH PROPERTIES OF RUN AND

TUMBLE PARTICLES

Consider a free RTP confined to the transition region [xA, xB],
where xA and xB are the locations of two absorbing boundaries. The
position x(t) of the particle is modeled in terms of the Langevin
equation84

dx(t)

dt
= vσ(t), (1)

where x(t) is the so-called persistent Brownian walk, in which v is
the particle speed. σ(t) is a dichotomous noise that assumes the val-
ues ±1 with a Poissonian tumbling rate γ . Here, σ(t) = +1 and −1
mean that the particle is in the “right-moving” and “left-moving”
state, respectively.

The forward master equations corresponding to Eq. (1) read

∂P+(x, t|x0, σj)

∂t

= −v
∂

∂x
P+(x, t|x0, σj)− γ

[

P+(x, t|x0, σj)− P−(x, t|x0, σj)
]

,

(2a)

∂P−(x, t|x0, σj)

∂t

= v
∂

∂x
P−(x, t|x0, σj)+ γ

[

P+(x, t|x0, σj)− P−(x, t|x0, σj)
]

, (2b)

where P+(x, t|x0, σj) and P−(x, t|x0, σj) denote the probability den-
sity functions (PDFs) for the particle to be at position x at time
t with velocity σ(t) = ±1, under the condition that the particle
was initially located at x0 with σj = ±1, respectively. Equations (2a)
and (2b) are coupled differential equations. The initial conditions
are explicitly given by

P±(x, t|x0, σj) = δσj ,±1δ(x − x0), (3)

where δ(·) is the Dirac δ-function. The absorbing boundary condi-
tions read

P+(x → xA, t|x0, σj) = 0, (4a)

P−(x → xB, t|x0, σj) = 0. (4b)

The total PDF to find the particle in x at time t irrespective of its
current direction is

P(x, t|x0, σj) = P+(x, t|x0, σj)+ P−(x, t|x0, σj). (5)

The corresponding probability flux J(x, t|x0, σj) for right-moves
and left-moves can be written as

J(x, t|x0, σj) = v
[

P+(x, t|x0, σj)− P−(x, t|x0, σj)
]

. (6)

Hence, the total probability flux is

J(x, t|x0) = J(x, t|x0, +1)+ J(x, t|x0, −1). (7)

A. Transient probability density function

In order to calculate the transition path time distribution of
RTPs, we need to solve the transient solution of Eq. (2). In this paper,
we adopt the derivation method presented in Ref. 44 and generalize
the results there. Compared with the transient solution in Ref. 44,
our results can change the boundary values of the transition path
region arbitrarily, so that we can subsequently explore the paramet-
ric dependence of the transition path dynamics of RTPs directly. The
detailed derivation is presented in Appendix A.

For the transition region [xA, xB], we obtain the explicit results

P+(x, t|x0, +1)

= e−γ tδ(x − x0 − vt)+
e−γ t

2v

[

M0
α

(

|x0 − x|, t
)

− M
1+α

2
α (x0 + x − 2xA, t)− M

1+α
2

α (2xB − x0 − x, t)

+ M1+α
α

(

2xB − 2xA − |x0 − x|, t
)

]

(8)

and

P−(x, t|x0, +1)

=
γ 2e−γ t

2v

[

N0

(

|x0 − x|, t
)

− N0(2xB − x0 − x, t)

− N1(x0 + x − 2xA, t)+ N1

(

2xB − 2xA − |x0 − x|, t
)

]

, (9)

where

Mm
α (x, t) =

∞
∑

n=0

γ

2






f2n+2m−1

(

x + 2n(xB − xA)
)

{

1 + α
x + 2n(xB − xA)

vt + x + 2n(xB − xA)

}

+ f2n+2m+1

(

x + 2n(xB − xA)
)

{

1 + α
x + 2n(xB − xA)

vt − x − 2n(xB − xA)

}

+
4αt(n + m)

γ t2 − γ

(

x+2n(xB−xA)

)2

v2

f2n+2m

(

x + 2n(xB − xA), t
)






(10)
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and

M0
α(x, t) =

∞
∑

n=0

γ

2






f2n+1

(

x + 2(n + 1)(xB − xA)
)

{

1 + α
x + 2(n + 1)(xB − xA)

vt + x + 2(n + 1)(xB − xA)

}

+ f2n+3

(

x + 2(n + 1)(xB − xA)
)

{

1 + α
x + 2(n + 1)(xB − xA)

vt − x − 2(n + 1)(xB − xA)

}

+
4αnt

γ t2 − γ

(

x+2n(xB−xA)

)2

v2

f2n+2m

(

x + 2n(xB − xA), t
)

+ γ
t + α x

v

t − x
v

f1(x, t)






, (11)

where α = sign(x − x0) = 1 if x > x0, and otherwise α = −1.
We defined the shorthand notation

Nm(x, t) =

∞
∑

n=0

f2n+2m

(

x + 2n(xB − xA), t
)

, m ≥ 0, (12)

and fm(x, t) is given by

fm(x, t) =

(

vt − x

vt + x

)
m
2

Im

(γ

v

√

v2t2 − x2

)

θ(vt − x). (13)

Here, θ(x) is the Heaviside theta function and Im(x, t) is the modified
Bessel function of the first kind.

These expressions define the transient PDFs P±(x, t|x0, ±1) of
RTPs with different initial particle velocities.

B. Distribution of transition path time

The forward transition path time distribution ρ(t) is related to
the probability flux in the form75

ρ(t) = lim
θ→0

J(xB, t|xA + θ)
∫ ∞

0
J(xB, t|xA + θ)dt

. (14)

Subsequently, combining Eq. (6) and the boundary conditions (4),
we arrive at the relation

J(xB, t|xA, σj) = v
[

P+(xB, t|xA, σj)− P−(xB, t|xA, σj)
]

= vP+(xB, t|xA, σj), (15)

for the flux. Therefore, the theoretical solution of ρ(t) can be derived
from Eq. (14). The reverse transition path time distribution can be
considered analogously and will not be repeated here.

C. Splitting probability

For the calculation of the transition path times for RTPs, we
first consider the splitting probabilities φA(x0) and φB(x0) of an RTP
particle.85 φA/B(x0) is the probability that the particle starts from
x0 and escapes the interval [xA, xB] through xA/B before touching
xB/A. The calculations of φA/B(x0) start from the distribution of the
first passage time of the particle. Here, we define K(xA/B, t|x0, σj) as
the first passage time distribution of a particle that is initially in
x0 ∈ [xA, xB] with “right-moving” (σj = +1) and “left-moving”
(σj = −1) states, for reaching xA/B. K(xA/B, t|x0) = 1

2
[K(xA/B, t|x0,

+1)+ K(xA/B, t|x0, −1)] is the first passage time distribution when
the particle is initially located in x0. We also define K(n)(xA/B|x0, σj)

as the nth moment of the first passage time distribution when the
particle is initially located in x0 with state σj. Then, K(n)(xA/B|x0)

= 1
2
[K(n)(xA/B|x0, +1)+ K(n)(xA/B|x0, −1)] is the nth moment of the

first passage time distribution when the particle is initially located in
x0. Meanwhile, the nth moment of the first passage time distribution
K(n)(xA/B|x0) is defined as54

K(n)(xA/B|x0) =

∫ ∞

0

tnK(xA/B, t|x0)dt. (16)

Then, K(n−1)(xA/B|x0, σj) satisfy the coupled backward equa-
tions

−nK(n−1)(xA/B|x0, +1) = v
∂

∂x0

K(n)(xA/B|x0, +1)

+ γ
[

K(n)(xA/B|x0, −1)−K(n)(xA/B|x0, +1)
]

,

(17)

−nK(n−1)(xA/B|x0, −1) = −v
∂

∂x0

K(n)(xA/B|x0, −1)

+ γ
[

K(n)(xA/B|x0, +1)−K(n)(xA/B|x0, −1)
]

,

with the boundary conditions K(xA, t|xA, −1) = K(xA, t|xB, +1) = 0
and K(xB, t|xB, +1) = K(xB, t|xA, −1) = 0. It results to K(n)(xA|xA,
−1) = K(n)(xA|xB, +1) = 0 and K(n)(xB|xB, +1) = K(n)(xB|xA, −1)
= 0. Moreover, the zeroth moment of first passage time distribution
is the so-called splitting probability,

v
∂

∂x0

φ
σj

A (x0, +1)+ γ
[

φ
σj

A (x0, −1)− φ
σj

A (x0, +1)
]

= 0,

−v
∂

∂x0

φ
σj

A (x0, −1)+ γ
[

φ
σj

A (x0, +1)− φ
σj

A (x0, −1)
]

= 0,

(18)

where σj = ±1, φ
σj

A (x0, +1) and φ
σj

A (x0, −1) denote the probabil-
ities for a particle to exit through the left boundary xA in the
σj-moving state, given it was initially at position x0 ∈ [xA, xB] in the
“right-moving” and “left-moving” states, respectively. The boundary
conditions are

φ+1
A (xA, −1) = 1,φ+1

A (xB, +1) = 0,

φ−1
A (xA, −1) = 1,φ−1

A (xB, +1) = 0.
(19)
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Next, we define φ
σj

B (x0, +1) and φ
σj

B (x0, −1) as the splitting
probabilities of exiting through the right boundary xB when ini-
tially in the right and left-moving states, respectively. Similarly,

φ
σj

B (x0, +1) and φ
σj

B (x0, −1) satisfy the coupled equations

v
∂

∂x0

φ
σj

B (x0, +1)+ γ
[

φ
σj

B (x0, −1)− φ
σj

B (x0, +1)
]

= 0,

−v
∂

∂x0

φ
σj

B (x0, −1)+ γ
[

φ
σj

B (x0, +1)− φ
σj

B (x0, −1)
]

= 0,

(20)

where φ+1
B (xA, −1) = 0, φ+1

B (xB, +1) = 1, φ−1
B (xA, −1) = 0, and

φ−1
B (xB, +1) = 1. Hence, the splitting probabilities of a particle

to exit through the right or left boundary given x0 ∈ [xA, xB]
are φA(x0, ±1) = [φ+1

A (x0, ±1)+ φ−1
A (x0, ±1)]/2 and φB(x0, ±1)

=
[

φ+1
B (x0, ±1)+ φ−1

B (x0, ±1)
]

/2, respectively.
For the boundary conditions (19), we solve Eq. (18).

Let ψσj(x0) = φ
σj

A (x0, +1)+ φ
σj

A (x0, −1) and µσj(x0) = φ
σj

A (x0, −1)

− φ
σj

A (x0, +1). Therefore, Eq. (18) can be rewritten as

v
∂

∂x0

µσj(x0) = 0,

v
∂

∂x0

ψσj(x0)+ 2γµσj(x0) = 0.

(21)

Then, with the help of Eq. (19), we find

φ−1
A (x0, +1) =

γ (xB − x0)

v + γ (xB − xA)
,

φ−1
A (x0, −1) = −

γ (x0 − xA)

v + γ (xB − xA)
+ 1,

(22)

φ+1
A (x0, +1) =

γ (xB − x0)

v + γ (xB − xA)
,

φ+1
A (x0, −1) = −

γ (x0 − xA)

v + γ (xB − xA)
+ 1.

Equation (20) can be also solved using the same strategy,
resulting in

φ−1
B (x0, +1) =

γ (x0 − xA)+ v

v + γ (xB − xA)
,φ−1

B (x0, −1) =
γ (x0 − xA)

v + γ (xB − xA)
,

(23)

φ+1
B (x0, +1) =

γ (x0 − xA)+ v

v + γ (xB − xA)
,φ+1

B (x0, −1) =
γ (x0 − xA)

v + γ (xB − xA)
.

Finally, the splitting probabilities of the RTP to exit through xA

and xB are given by

φA(x0) =
1

2

[

φA(x0, +1)+ φA(x0, −1)
]

=
1

2

2γ (xB − x0)+ v

v + γ (xB − xA)
,

(24)

φB(x0) =
1

2

[

φB(x0, +1)+ φB(x0, −1)
]

=
1

2

2γ (x0 − xA)+ v

v + γ (xB − xA)
.

D. Mean transition path time and coefficient of

variation

We define τTP(xB|xA) and τTP(xA|xB) as the mean transition
path times of the particle from xA/B to xB/A. Moreover, τTP(xB|xA)

and τTP(xA|xB) are called the positive/negative direction mean tran-
sition path times, respectively. According to Eq. (17), the first
moments of the first passage time distribution K(1)(xA/B|x0, ±1)
satisfy the coupled backward equations54

v
∂

∂x0

K(1)(xA/B|x0, +1)+ γ
[

K(1)(xA/B|x0, −1)− K(1)(xA/B|x0, +1)
]

= −φA/B(x0, +1),
(25)

− v
∂

∂x0

K(1)(xA/B|x0, −1)+ γ
[

K(1)(xA/B|x0, +1)− K(1)(xA/B|x0, −1)
]

= −φA/B(x0, −1).

Here, we provide the calculations for K(1)(xB|x0, ±1); K(1)(xA|x0, ±1)
can be calculated analogously. A specific form of K(1)(xA|x0, ±1)
is presented in Appendix B. Define η(x0) = K(1)(xB|x0, +1)
+ K(1)(xB|x0, −1) and further ε(x0) = K(1)(xB|x0, +1)− K(1)(xB|x0,
−1). We then find

v
∂

∂x0

ε(x0) = −2φB(x0),

v
∂

∂x0

η(x0)− 2γ ε(x0) = φB(x0, −1)− φB(x0, +1).

(26)

Together with the boundary conditions, we obtain

ε(x0) =
2

v

∫ xB

x0

φB(y)dy + C1,

(27)

η(x0) =
4γ

v2

∫ x0

xA

∫ xB

y

φB(z)dzdy +
2γ

v
C1(x0 − xA)

+
1

v

∫ x0

xA

φB(y, −1)dy −
1

v

∫ x0

xA

φB(y, +1)dy + C2,

where

C1 = −
v

γ (xB − xA)+ v

[

2γ

v2

∫ xB

xA

∫ xB

y

φB(z)dzdy

+
1

2v

∫ xB

xA

φB(y, −1)dy −
1

2v

∫ xB

xA

φB(y, +1)dy

+
1

v

∫ xB

xA

φB(y)dy

]

,

(28)

C2 = C1 +
2

v

∫ xB

xA

φB(y)dy.

Then, we arrive at the solution K(1)(xB|x0, ±1) = 1
2
[η(x0)

± ε(x0)].
According to K(1)(xA/B|x0) = 1

2
[K(1)(xA/B|x0, +1)+ K(1)

(xA/B|x0, −1)], the mean first passage time after normalization is

Chaos 35, 053132 (2025); doi: 10.1063/5.0249277 35, 053132-5

Published under an exclusive license by AIP Publishing

 09 M
ay 2025 05:44:22

https://pubs.aip.org/aip/cha


Chaos ARTICLE pubs.aip.org/aip/cha

given by

τ FP(xA/B|x0) =
K(1)(xA/B|x0)

φA/B(x0)
, (29)

where τ FP(xA/B|x0) is the mean first passage time of the particle from
x0 to xA/B.

Hence, τ FP(xB/A|xA/B) are the mean first passage times of the
particle from xA/B to xB/A, respectively. Considering that xA and xB

are two absorbing boundaries, the mean transition path times are
consequently given by

τTP(xB|xA) = τ FP(xB|x0 → xA),

τTP(xA|xB) = τ FP(xA|x0 → xB).
(30)

Therefore, when xA/B are absorbing boundaries, the mean transition
path time can be obtained from the mean first passage time with the
help of Eq. (30), i.e.,

τTP(xB|xA) =
K(1)(xB|xA)

φB(xA)
=

C2

2φB(xA)
,

τTP(xA|xB) =
K(1)(xA|xB)

φA(xB)
=

N2

2φA(xB)
,

(31)

where the further simplifications of C2 and N2 are presented in
Appendix B.

The second moment of the first passage time distribution,
K(2)(xA/B|x0, ±1) can also be derived from Eq. (17), for which the
detailed calculations are presented in Appendix C. Moreover, to
investigate the transition path time distribution in more detail, we
also consider the coefficient of variation CV of the transition path

time distribution. CV has the form49

CV =
1

〈tTP〉

(〈

t2
TP

〉

− 〈tTP〉
2
)1/2

, (32)

where
〈

t2
TP

〉

is the second moment of the transition path time distri-

bution, given by 〈t2
TP〉 =

K(2)(xB/A|xA/B)

φB/A(xA/B)
, and 〈tTP〉 = τTP(xB/A|xA/B).

E. Mean transition path shape

We define τTP
shape(x0|xA/B) as the mean transition path shape of

particles from xA/B to x0, respectively. These quantities are obtained
from the relations54

τTP
shape(x0|xA) = τ FP(xA|x0),

τTP
shape(x0|xB) = τ FP(xB|x0).

(33)

Combined with Eq. (30), one obtains the results for the mean
transition path shape for RTPs.

III. ALGORITHM FOR DICHOTOMOUS NOISE

We here focus on generating dichotomous noise σ(t)86 and
include this in Eq. (1). When the parameters of dichotomous noise
are determined, dichotomous noise can be generated from the
corresponding simulation algorithm.

Suppose that the time period [0, t] is divided into n
equal parts, {t0, t1, t2, . . . , tn}. We then generate the sequence
{σ(t0), σ(t1), σ(t2), . . . , σ(tn)} of the dichotomous noise, following
the procedure: first, the initial state of the dichotomous noise is
assumed to be σ(t0) = a or σ(t0) = b. We then generate a sequence
of random numbers, {Ri, i = 0, 1, 2, . . .} corresponding to a uniform

FIG. 1. Sample paths of the dichotomous noise σ(t) for two different values of parameter γ . (a) γ = 0.25, (b) γ = 1.0.
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FIG. 2. Transient probability density function P±(x, t|x0,+1) for three different times t of particles in the transition region [−1, 3] with x0 = −0.25, γ = 1.0, and v = 1.0.
The solid lines represent the theoretical results of Eqs. (8) and (9), and the symbols represent the Monte Carlo results.

distribution on the interval [0, 1]. Suppose further that paa, pba are
the probabilities that the state of the particle switches from a to a,
and b to a, respectively. Subsequently, we compare the difference
between Ri, paa, and pba. As presented in Ref. 86, paa and pba are
given by

paa =
1

2
+

1

2
exp

(

−
1

2
4t

)

,

pba =
1

2
−

1

2
exp

(

−
1

2
4t

)

,

(34)

where 4t is time step of the simulation. Here, we choose a = 1 and
b = −1.

For the case of σ(t0) = a, if R0 < paa, we take σ(t1) = a, and
σ(t1) = b if R0 ≥ paa. For the σ(t0) = b case, if R0 < pba, we take
σ(t1) = a, and σ(t1) = b if R0 ≥ paa. Then, if σ(t1) = a, we com-
pare the size of R1 with paa. If R1 < paa, we take σ(t2) = a, and if
R1 ≥ paa, we take σ(t2) = b. However, if σ(t1) = b, we should com-
pare the size of R1 with pba. By repeating this procedure, we obtain
the sequence of dichotomous noise {σ(t0), σ(t1), σ(t2), . . . , σ(tn)}.
Different parameters are chosen to obtain varying dichotomous

FIG. 3. Transient probability density function P±(x, t|x0,−1) for three different times t of particles in the transition region [−1, 3] with x0 = −0.25, γ = 1.0, and v = 1.0.
The solid lines represent the analytical results of Eqs. (A8) and (A9), and the symbols represent the Monte Carlo results.
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noise sequences, as shown in Fig. 1. We see that as parameter γ is
increased, the particle switches more frequently between the states
+1 and −1, as expected.

IV. RESULTS

We now employ the framework established so far and con-
sider the transition path properties of RTPs, choosing [−1, 3] as
the transition region. The direction for particle moves from −1 to

3 is the forward direction, and 3 to −1 is the reverse direction.
Specifically, we present the results for the transient probability den-
sity, transition path time distribution, splitting probability, mean
transition path time, coefficient of variation, and mean transition
path shapes in this transition region. Subsequently, the correct-
ness of the theoretical results of the transition path properties for
RTPs is verified by Monte Carlo simulations. We find that both
smaller particle velocities v, larger particle tumble rates γ , and the
change of the transition path region may lead to an asymmetry

FIG. 4. Transition path time distribution ρ(t) for an RTP with different parameters. The solid lines stand for the analytic expressions (14), while the three different symbols
represent the simulations. (a) ρ(t) for different tumble rates γ on the transition region [−1, 3] and for v = 1.0. (b) ρ(t) for different particle speeds, transition region [−1, 3],
and γ = 1.0. (c) ρ(t) with γ = 1.0, v = 1.0, xA = −1.0 for three different values of xB − xA.
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of the transition path times and transition path shapes in the two
directions.

A. Transient probability density function

We consider the transient probability density functions of
RTPs at different time instants and verify the theoretical results of
the transient probability density functions by numerical simulations
in Figs. 2 and 3. First, it can be seen that our theoretical results very
nicely match the simulations results. Moreover, we observe that the
transient probability densities of the particles have discontinuous

intermittent points at certain locations in the transition region
[−1, 3]. For instance, in Fig. 3(a),we see that there is a discontinu-
ity in the transient probability density P+(x, t|x0, −1) at x̂ = −0.75
when t̂ = 1. According to the dynamics of RTPs, it is possible to
reach the left absorbing boundary xA when the particle is in a “left-
moving” state. However, when the initial position of the particle is
at x0, it needs at least t1 = (x0 − xA)/v to reach xA. Concurrently,
after the particle arrives at x0, in a fraction case, the particle will be
absorbed by the left absorbing boundary xA, while some particles will
switch to a positive velocity and move away from xA. Such switches
occur when γ 6= 0. Specifically, this fraction of realizations will

FIG. 5. Splitting probabilities φA(x0) of particles in a “left-moving” state followed by an exit through the left boundary x = xA. The transition region is [−1, 3], γ = 1.0, and
v = 1.0. The solid lines stand for the analytic expressions in Eqs. (22) and (24), the three different symbols represent the simulation data.
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move v(t − t0) to reach x̂ = xA + v(t − t1) = 2xA − x0 + vt dur-
ing the time period t − t1. This position is exactly the intermit-
tent point presented in the transient probability density function
in Fig. 3(a).

We note that it can be observed from the theoretical results of
the transient probability density function in Eqs. (A8) and (A9) that
the transient probability density P±(x, t|x0 → xB, −1) of the particle
is different from 0 when the initial position x0 converges to the right
absorbing boundary xB and has a negative velocity; whereas, when x0

converges to the left absorbing boundary xA with a positive velocity,
the transient probability density P±(x, t|x0 → xB, +1) is 0. However,
when the initial position x0 converges to xA, the transient probabil-
ity density P±(x, t|x0 → xA, +1) of the particle is different from 0,
while for x0 → xA with a negative velocity, the transient probability
density P±(x, t|x0 → xA, −1) is 0. This is also clearly different from
Brownian motion, for which the transient probability density of a
particle at two absorbing boundaries must be zero in the transition
region.

FIG. 6. Splitting probabilities φB(x0) to observe particles in a right-moving state and exiting from the right boundary x = xB. The transition region is [−1, 3], γ = 1.0, and
v = 1.0. The solid lines represent the analytic expressions in Eqs. (23) and (24), the three different symbols represent the simulations data.
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B. Transition path time distribution

In this section, the probability flux of the system is obtained
mainly based on the transient probability density of run and tumble
particles, and thus the transition path time distributions of the parti-
cles are calculated. It can be seen from Fig. 4 that the transition path
time distribution also has discontinuity points inevitably. We con-
sider the influence of system parameters on the transition path time

distribution of run and tumble particles, and through the compari-
son of Monte Carlo simulation, it can be found that the fitting effect
is also relatively good, and the correctness of the theoretical results
of the transition path time distribution given in the paper is verified.

As shown in Fig. 4, the peak of transition path time distribu-
tion decreases as the tumble rate γ increases or the speed of particle
v decreases. Particularly, according to panels (a) and (b), it can be
observed that growing v accelerates the transition of particles to a

FIG. 7. Forward mean transition path time τ TP(xB|xA) for RTPs for different system parameters. (a) τ TP(xB|xA) as a function of tumbling rate γ for three different values
of speed v (v = 1.0, 1.5, and 2.0) on the interval [−1, 3]. (b) Variation of τ TP(xB|xA) with v for three different values of γ (γ = 0.5, 3.0, and 7.0) on the interval [−1, 3].
(c) τ TP(xB|xA) as a function of xB − xA for γ = 1.0 and xA = −1. (d) τ TP(xB|xA) as a function of xB − xA for v = 1.0, xB = 1.0. The solid lines stand for the analytic
expression (B5), the three different symbols represent the Monte Carlo simulations.
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certain extent, while growing γ delays the transition of particles. If
we increase the transition region, the shape of the transition path
time distribution becomes wider, as shown in panel (c).

C. The splitting probability

To discuss the transition path time and transition path shape of
an RTP, we first consider the splitting probability in the transition
region [−1, 3]. Figure 5 shows φA(x0). Comparing Figs. 5(a)

and 5(b), we see that if the particle is initially located at x0, the
splitting probabilities for leaving the transition region from the left
absorbing boundary xA with either a positive or negative velocity
are equal. Concurrently, as shown in Fig. 5, it is more favorable for
the particle to escape from the left boundary xA if the particle is ini-
tially located at x0 and has a negative velocity, as compared to having
a positive velocity. Second, if the particle starts at x0 and escapes
from xA, the splitting probability φA(x0) with positive and negative
velocities are equal. Moreover, the splitting probability of a particle

FIG. 8. Reverse mean transition path time τ TP(xA|xB) for different parameters. (a) Plot of τ
TP(xA|xB) as a function of tumble rate γ for three different values of v.

(b) τ TP(xA|xB) vs v, from Eq. (B6). The transition region in (a) and (b) is chosen as [−1, 3]. (c) τ TP(xA|xB) as a function of xB − xA for γ = 1.0 and xA = −1. (d) τ TP(xA|xB)
as a function of xB − xA for v = 1.0, xB = 1.0. The solid lines stand for the analytic expression in Eq. (B6), the three different symbols represent the Monte Carlo simulations.
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escaping from the left boundary xA is not equal to unity when the
particle initially has a positive velocity. Similarly, if the particle ini-
tially has a negative velocity, the splitting probability differs from 0.
Finally, we note that agreement with the Monte Carlo simulations is
favorable.

Similarly, Fig. 6 illustrates the splitting probability φB(x0) for
RTPs in the free-diffusion case. First, we note from Figs. 6(a)
and 6(b) that the splitting probabilities for escaping from the right
boundary xB with either a positive or negative velocity are equal

when the particle starts from x0 and has a negative velocity. The
same is true if the particle initially has a positive velocity. Second, the
comparison reveals that it is more favorable for the particle to escape
from xB when the particle initially has a positive velocity. Moreover,
we find that when the particle is initially located at xA with a positive
velocity, the probability of particle escape from xB is no longer equal
to 0. However, if the particle is located at xB and has a negative veloc-
ity, the probability of the particle to escape from xB is also no longer
equal to 1. Finally, we note that, again, our theoretical results match

FIG. 9. Coefficient of variation as a function of (a) tumbling rate γ and (b) speed v. In both cases, the transition region is [−1, 3]. Coefficient of variation as a function of (c)
xB − xA for xA = −1.0 and γ = 1.0; and (d) xB − xA for xB = 1.0 and v = 1.0. The lines represent the analytical results from Eq. (32), the symbols represent the Monte
Carlo simulations.
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the Monte Carlo simulations. Combining Figs. 5 and 6, we find that
φA(x0)+ φB(x0) = 1 is still satisfied for RTPs.

D. Mean transition path time and coefficient of

variation

We proceed with the transition path times in the two
directions. Figure 7 demonstrates the effect of system parameters
on the forward mean transition path time τTP(xB|xA) for RTPs.

As can be seen from panel (a), τTP(xB|xA) is decreasing as the
particle speed of v increases, and when v is given, τTP(xB|xA)

increases linearly with the particle tumble rate γ . As shown in
panel (b), τTP(xB|xA) increases as γ gets larger. If we increase
the transition path region, τTP(xB|xA) also increases. It is worth
noting that we found that when xB − xA and xA(xB) are deter-
mined, the forward transition path time is independent of the
value of xA(xB). Again, the Monte Carlo simulations show nice
agreement.

FIG. 10. Mean transition path shape τ TPshape(xB|xA) and τ
TP
shape(xA|xB) (a) for different particle speeds v with γ = 1.0 and [−1, 3], and (b) for different tumble rates γ , where

v = 0.5 and [−1, 3]. (c) and (d) Theoretical results of the mean transition path shape for the two transition directions. Symbols represent simulations, the lines represent the
theoretical results (33), (B8), and (B9).
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Figure 8 shows the effect of system parameters on the
reverse transition path time τTP(xA|xB). From panel (a), we see
that τTP(xA|xB) exhibits a linear growth with γ . As v increases,
τTP(xA|xB) decreases, as shown in panel (b). When we decrease
the length of the transition region, τTP(xA|xB) also decreases, as
expected.

In Appendix B, we derive the analytic expression (B7), prov-
ing theoretically that the forward transition path time τTP(xB|xA)

is equal to the reverse transition path time τTP(xA|xB). We con-
clude that the transition path times of RTPs in the two directions
are symmetric, analogous to the behavior of Brownian motion.70

We also see that the coefficient of variation CV for the transition
path time distribution in both directions are less than 1. Particu-
larly, we show the effect of system parameters on CV in the forward
direction; the reverse case can be similarly assessed. Generally, the
results for CV demonstrate that the transition path time distribution
is relatively focused, i.e., the standard deviation is smaller than the
mean.

Figure 9(a) shows that CV gradually increases with the grow-
ing tumble rate γ and flattens out when γ roughly exceeds 10. CV

decreases with growing v and xA, and it increases with growing xB.
The variations with xA and xB reflect the varying size of the transi-
tion region. From comparison with Fig. 4, we see that the shape of
the transition path time distribution ρ(t) widens with the increase
of γ or xB − xA, as shown in panels (a) and (c); these correspond
to a larger CV. From panel (b), we see that the shape of ρ(t) is nar-
rower when v is larger, and thus CV decreases. As the width of ρ(t)
increases, the peak of ρ(t) decreases, as expected. Thus, CV increases
with growing γ and the transition region, while it decreases with v.

E. Mean transition path shape

Finally, we consider the effects of particle speed v and tum-
ble rate γ on the mean transition path shapes τTP

shape(xB|xA) and

τTP
shape(xA|xB) in two directions on the transition path region [−1, 3].

In Fig. 10, panels (a) and (b) demonstrate that as v increases or γ
decreases, the mean transition path shapes in both directions tend
to decrease gradually. In particular, we also examine the effects of
v and γ on the symmetry of the transition path shape. As shown
in panels (c) and (d), v and γ cannot affect the asymmetry of the
transition path shapes. We note that, again, the numerical and theo-
retical results are in good agreement with each other. The proof that
the transition path shapes τTP

shape(x0|xB) and τTP
shape(x0|xA) are equal

with respect to the transition path interval [xA, xB] is presented in
Appendix B.

V. CONCLUSIONS

We presented the analytic and simulation results for the tran-
sition path dynamics of RTPs in the free-diffusion case. Particularly,
the results for the transient probability density function, transition
path time distribution, splitting probability, transition path time,
and transition path shape are considered. The theoretical results are
compared to the Monte Carlo simulations, that in all cases show
nice agreement. From our results, we unveiled several interesting
transition path properties. Thus, we found that the forward and
backward transition path times of RTPs on the transition region can

be reduced with increasing particle speed or decreasing tumble rate.
We also rigorously prove that the symmetry of the transition path
time and shape of the non-equilibrium system of freely diffusing
RTPs holds for all system parameters.

This paper provides an example for the study of the transi-
tion path dynamics of active matter. Our focus on the transition
path dynamics of RTPs reveals the detailed mechanism and non-
equilibrium characteristics of the associated dynamics. This work
provides the basis for the analysis of other aspects of RTPs and active
particle systems, in general. The experimental phenomenon of sym-
metry breaking of the transition path time observed by Gladrow76

in the telegraph process with a potential function motivated this
study. Here, we theoretically proved that the transition path time
exhibits a symmetry in the absence of a potential function. The
symmetry of the transition path time helps us to identify and quan-
tify non-equilibrium dynamics in biological and molecular systems.
Berezhkovskii70 proved that the transition path time of an equi-
librium system is symmetric, regardless of whether the potential
function has an asymmetry. The symmetry breaking of the tran-
sition path time is a sufficient but not necessary condition for a
non-equilibrium system. Therefore, the symmetry of the transition
path time may even exist in non-equilibrium systems. This paper
provides theoretical examples. We hope that through continuous
research on the dynamic behavior of active particles and the real-
ization of more refined methods to control their movement, it will
be possible in the future to use active particles for drug delivery
and precise guidance, enabling drugs to reach the diseased area
accurately.
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APPENDIX A: DETAILED THEORETICAL RESULTS FOR

THE TRANSIENT PROBABILITY DENSITY FUNCTION

We start by defining the transformation

P±(x, t|x0, σj) = e−γ tP±(x, t|x0, σj), (A1)

by the help of which Eq. (2) can be rewritten as

∂P+(x, t|x0, σj)

∂t
= −v

∂

∂x
P+(x, t|x0, σj)+ γP−(x, t|x0, σj), (A2a)

∂P−(x, t|x0, σj)

∂t
= v

∂

∂x
P−(x, t|x0, σj)+ γP+(x, t|x0, σj). (A2b)

We then apply the Laplace transformation f(s) =
∫ ∞

0
f(t) exp(−st)dt

with respect to t, so that Eqs. (A2) transform into

[

v
∂

∂x
+ s

]

P+(x, s|x0, +1) = γP−(x, s|x0, +1)+ δ(x − x0),

[

−v
∂

∂x
+ s

]

P−(x, s|x0, +1) = γP+(x, s|x0, +1).

(A3)

From these, we find the solutions44

P+(x, s|x0, +1)

=
s + αξ

2vξ

[

{G(s)}1+αH (2xB − 2xA − |x0 − x|, s)

− {G(s)}
1+α

2 H(2xB − x0 − x, s)

+ H (|x0 − x|, s)− {G(s)}
1+α

2 H(x0 + x − 2xA, s)
]

(A4)

and

P−(x, s|x0, +1)

=
(s + ξ)(s − ξ)

2vξ

[

H (|x0 − x|, s)− H(2xB − x0 − x, s)

− G(s)H(x0 + x − 2xA, s)+G(s)H (2xB − 2xA − |x0 − x|, s)
]

,

(A5)

where we used the abbreviations

G(s) =
s − ξ(s)

s + ξ(s)
, (A6a)

H(x, s) =
exp

(

− ξx
v

)

1 − exp
(

− (2xB−2xA)ξ

v

)

G(s)
, (A6b)

and we used ξ(s) =
√

s2 − γ 2.
In the above calculation, we assume that the RTP starts at x0

and has a positive velocity. We follow a similar approach to obtain
the transient probability density P±(x, t|x0, −1) of the particle ini-
tially having a “left-moving” state. Due to the symmetry of the
transient probability density of the RTP on the transition region

[xA, xB], we find

P±(x, t|x0, −1) = P∓(xB + xA − x, t|xB + xA − x0, +1). (A7)

Hence, we arrive at

P+(x, t|x0, −1)

= P−(xB + xA − x, t|xB + xA − x0, +1)

=
γ 2e−γ t

2v

[

N0

(

|x0 − x|, t
)

− N0(x0 + x − 2xA, t)

− N1(2xB − x0 − x, t)+ N1

(

2xB − 2xA − |x0 − x|, t
)

]

(A8)

and

P−(x, t|x0, −1)

= P+(xB + xA − x, t|xB + xA − x0, +1)

= e−γ tδ(x0 − x − vt)+
e−γ t

2v

[

M0
−α

(

|x0 − x|, t
)

− M
1−α

2
−α (2xB − x0 − x, t)− M

1−α
2

−α (x0 + x − 2xA, t)

+ M1−α
−α

(

2xB − 2xA − |x0 − x|, t
)

]

. (A9)

Applying the inverse Laplace transformation leads to Eqs. (8)–(13).

APPENDIX B: DETAILED THEORETICAL RESULTS FOR

THE MEAN TRANSITION PATH TIME AND TRANSITION

PATH SHAPE

From Eq. (17), we deduce

v
∂

∂x0

K(1)(xA|x0, +1)+ γ
[

K(1)(xA|x0, −1)− K(1)(xA|x0, +1)
]

= −φA(x0, +1),
(B1)

− v
∂

∂x0

K(1)(xA|x0, −1)+ γ
[

K(1)(xA|x0, +1)− K(1)(xA|x0, −1)
]

= −φA(x0, −1).

We define χ(x0) = K(1)(xA|x0, +1)+ K(1)(xA|x0, −1) and ζ(x0)

= K(1)(xA|x0, +1)− K(1)(xA|x0, −1). Then, Eq. (B1) can be rewrit-
ten as

v
∂

∂x0

ζ(x0) = −2φA(x0),

v
∂

∂x0

χ(x0)− 2γ ζ(x0) = φA(x0, −1)− φA(x0, +1).

(B2)
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Then,

ζ(x0) =
2

v

∫ xB

x0

φA(y)dy + N1,

(B3)

χ(x0) = −
4γ

v2

∫ xB

x0

∫ xB

y

φA(z)dzdy −
2γ

v
N1(xB − x0)

−
1

v

∫ xB

x0

φA(y, −1)dy +
1

v

∫ xB

x0

φA(y, +1)dy + N2,

where

N1 = −
v

γ (xB − xA)+ v

[

2γ

v2

∫ xB

xA

∫ xB

y

φA(z)dzdy

+
1

2v

∫ xB

xA

φA(y, −1)dy −
1

2v

∫ xB

xA

φA(y, +1)dy

+
1

v

∫ xB

xA

φA(y)dy

]

,

(B4)

N2 = −N1.

Then, K(1)(xA|x0, ±1) = 1
2
[ζ(x0)+ χ(x0)].

Equations (28) and (B4) can be further simplified according to
the following results:

Z1 =

∫ xB

xA

∫ xB

y

φB(z)dzdy

=
n1

2

(

(

γ x2
B + n2xB

)

(xB − xA)−
γ

3

(

x3
B − x3

A

)

−
n2

2

(

x2
B − x2

A

)

)

,

Z2 =

∫ xB

xA

φB(y, −1)dy −

∫ xB

xA

φB(y, +1)dy = −
1

2
n1(xB − xA),

Z3 =

∫ xB

xA

φB(y)dy =
1

2
(xB − xA), (B5)

C1 = −vn1

(

2γ

v2
Z1 + Z2 +

1

v
Z3

)

,

C2 = C1 +
2

v
Z3,

and

Y1 =

∫ xB

xA

∫ xB

y

φA(z)dzdy

=
n1

2

(

(n3xB − γ x2
B)(xB − xA)+

γ

3
(x3

B − x3
A)−

n3

2
(x2

B − x2
A)

)

,

Y2 =

∫ xB

xA

φA(y, −1)dy −

∫ xB

xA

φA(y, +1)dy =
1

2
n1(xB − xA),

Y3 =

∫ xB

xA

φA(y)dy = Z3, (B6)

N1 = −vn1

(

2γ

v2
Y1 + Y2 +

1

v
Y3

)

,

N2 = −N1,

where n1 = 1
v+γ (xB−xA)

, n2 = v − 2γ xA, n3 = v + 2γ xB.

In order to prove that C2 = N2, we continue to simplify these
expressions, obtaining

Y1 =
1

2
(xB − xA)

2 − Z1,

C2 = −vn1

(

2γ

v2
Z1 + Z2

)

+ (2 − n1v)
1

v
Z3,

N2 = −vn1

(

2γ

v2
Z1 + Z2

)

+
γ n1

v
(xB − xA)

2 + n1Z3 = C2.

(B7)

Therefore, forward and reverse transition path times, τTP(xB|xA)

and τTP(xA|xB), are indeed equal.
For the transition path shape, Eq. (33) can be written as

τTP
shape(x0|xA) =

K(1)(xA|x0)

φA(x0)
,

τTP
shape(x0|xB) =

K(1)(xB|x0)

φB(x0)
.

(B8)

Then, Eqs. (27) and (B3) can be further simplified to yield

S1(x0) =

∫ x0

xA

∫ xB

y

φB(z)dzdy,

=
1

2

[

(

γ x2
B + n2xB

)

(x0 − xA)−
1

3

(

x3
0 − x3

A

)

−
1

2
n2

(

x2
0 − x2

A

)

]

,

S2(x0) =
1

v

∫ x0

xA

φB(y, −1)dy −
1

v

∫ x0

xA

φB(y, +1)dy = −n1(x0 − xA),

S3(x0) =

∫ xB

x0

∫ xB

y

φA(z)dzdy,

=
1

2

[

(

n3xB − γ x2
B

)

(xB − x0)−
1

3

(

x3
B − x3

0

)

−
1

2
n3

(

x2
B − x2

0

)

]

,

(B9)

S4(x0)=−
1

v

∫ xB

x0

φA(y, −1)dy +
1

v

∫ xB

x0

φA(y, +1)dy =−n1(xB − x0),

η(x0) =
4γ

v2
S1(x0)+

2γ

v
C1(x0 − xA)+ S2(x0)+ C2,

χ(x0) = −
4γ

v2
S3(x0)−

2γ

v
N1(xB − x0)+ S4(x0)+ N2.

For x0 ∈ [xA, xB], the symmetry point of x0 over the interval [xA, xB]
is xB + xA − x0, according to Eqs. (24) and (B9), so that we obtain

K(1)(xB|xB + xA − x0) = K(1)(xA|x0),

φB(xB + xA − x0) = φA(x0),

τTP
shape(xB + xA − x0|xB) = τTP

shape(x0|xA),

(B10)

i.e., τTP
shape(x0|xB) and τTP

shape(x0|xA) are symmetric over the interval
[xA, xB].
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APPENDIX C: DETAILED THEORETICAL RESULTS FOR

THE COEFFICIENT OF VARIATION

We here provide theoretical results for the coefficient of vari-
ation of the transition path time distribution. To this end, we cal-
culate the second moments of the first passage time distributions.
According to Eq. (17),

−2K(1)(xA/B|x0, +1) = v
∂

∂x0

K(2)(xA/B|x0, +1)

+ γ
[

K(2)(xA/B|x0, −1)− K(2)(xA/B|x0, +1)
]

,

(C1)

−2K(1)(xA/B|x0, −1) = −v
∂

∂x0

K(2)(xA/B|x0, +1)

+ γ
[

K(2)(xA/B|x0, +1)− K(2)(xA/B|x0, −1)
]

.

Similarly, we define λ(x0) = K(2)(xB|x0, +1)+ K(2)(xB|x0, −1) and
τ(x0) = K(2)(xB|x0, +1)− K(2)(xB|x0, −1). Then, Eq. (C1) turns into

v
∂

∂x0

τ(x0) = −4K(1)(xB|x0),

(C2)

v
∂

∂x0

λ(x0) = 2γ τ(x0)+ 2
[

K(1)(xB|x0, −1)− K(1)(xB|x0, +1)
]

.

Invoking the boundary conditions, we obtain

τ(x0) =
4

v

∫ xB

x0

K(1)(xB|y)dy + M1,

(C3)

λ(x0) =
8γ

v2

∫ x0

xA

∫ xB

y

K(1)(xB|z)dzdy +
2γ

v
N1(x0 − xA)M1

+
2

v

∫ x0

xA

K(1)(xB|y, −1)dy −
2

v

∫ x0

xA

K(1)(xB|y, +1)dy + M2,

where we introduced

M1 = −
v

γ (xB − xA)+ v

[

4γ

v2

∫ xB

xA

∫ xB

y

K(1)(xB|z)dzdy

+
1

v

∫ xB

xA

K(1)(xB|y, −1)dy −
1

v

∫ xB

xA

K(1)(xB|y, +1)dy

+
2

v

∫ xB

xA

K(1)(xB|y)dy

]

,

(C4)

M2 = M1 +
4

v

∫ xB

xA

K(1)(xB|y)dy.

Then, K(2)(xB|xA) = M2
2

, and the second moment of the forward
transition path time is

〈t2
TP〉 =

K(2)(xB|xA)

φB(xA)
. (C5)

Similarly, we define ω(x0) = K(2)(xA|x0, +1)+ K(2)(xA|x0, −1)

and β(x0) = K(2)(xA|x0, +1)− K(2)(xA|x0, −1). We then find

β(x0) =
4

v

∫ xB

x0

K(1)(xA|y)dy + M3,

(C6)

ω(x0) =
8γ

v2

∫ x0

xA

∫ xB

y

K(1)(xA|z)dzdy +
2γ

v
M3(x0 − xA)

+
2

v

∫ x0

xA

K(1)(xA|y, −1)dy −
2

v

∫ x0

xA

K(1)(xA|y, +1)dy + M4,

where

M3 = −
v

γ (xB − xA)+ v

[

4γ

v2

∫ xB

xA

∫ xB

y

K(1)(xA|z)dzdy

−
1

v

∫ xB

xA

K(1)(xA|y, −1)dy +
1

v

∫ xB

xA

K(1)(xA|y, +1)dy

−
2

v

∫ xB

xA

K(1)(xA|y)dy

]

,

(C7)

M4 = M3 +
4

v

∫ xB

xA

K(1)(xA|y)dy.

Therefore, the second moment of the reverse transition path time is

〈

t2
TP

〉

=
K(2)(xA|xB)

φA(xB)
, (C8)

where K(2)(xA|xB) = M4
2

. Hence, the coefficient of variation of the
transition path time distribution in the two directions can be derived
from Eqs. (C5) and (C8).

REFERENCES
1M. C. Marchetti, J. F. Joanny, S. Ramaswamy, T. B. Liverpool, J. Prost, M. Rao,
and R. A. Simha, “Hydrodynamics of soft active matter,” Rev. Mod. Phys. 85, 1143
(2013).
2C. Bechinger, R. Di Leonardo, H. Löwen, C. Reichhardt, G. Volpe, and G. Volpe,
“Active particles in complex and crowded environments,” Rev. Mod. Phys. 88,
045006 (2016).
3S. Ramaswamy, “Active matter,” J. Stat. Mech.: Theory Exp. 2017, 054002.
4A. Pikovsky, “Deterministic active particles in the overactive limit,” Chaos 33,
113114 (2023).
5K. Goswami, A. G. Cherstvy, A. Godec, and R. Metzler, “Anomalous dif-
fusion of active Brownian particles in responsive elastic gels: Nonergodicity,
non-Gaussianity, and distributions of trapping times,” Phys. Rev. E 110, 044609
(2024).
6R. N. Valani, “Infinite-memory classical wave-particle entities, attractor-driven
active particles, and the diffusionless Lorenz equations,” Chaos 34, 013133 (2024).
7C. Spaulding, H. Teimouri, S. L. Narasimhan, and A. B. Kolomeisky, “The role of
extended range of interactions in the dynamics of interacting molecular motors,”
J. Phys. A-Math. Theor. 55, 255601 (2022).
8B. Stuhrmann, M. Soares e Silva, M. Depken, F. C. MacKintosh, and G. H. Koen-
derink, “Nonequilibrium fluctuations of a remodeling in vitro cytoskeleton,” Phys.
Rev. E 86, 020901 (2012).
9A. B. Kolomeisky, Motor Proteins and Molecular Motors (CRC Press, New York,
2015).
10D. Feldmann, P. Arya, N. Lomadze, A. Kopyshev, and S. Santer, “Light-driven
motion of self-propelled porous Janus particles,” Appl. Phys. Lett. 115, 263701
(2019).

Chaos 35, 053132 (2025); doi: 10.1063/5.0249277 35, 053132-18

Published under an exclusive license by AIP Publishing

 09 M
ay 2025 05:44:22

https://pubs.aip.org/aip/cha
https://doi.org/10.1103/RevModPhys.85.1143
https://doi.org/10.1103/RevModPhys.88.045006
https://doi.org/10.1088/1742-5468/aa6bc5
https://doi.org/10.1063/5.0172125
https://doi.org/10.1103/PhysRevE.110.044609
https://doi.org/10.1063/5.0171007
https://doi.org/10.1088/1751-8121/ac7092
https://doi.org/10.1103/PhysRevE.86.020901
https://doi.org/10.1063/1.5129238


Chaos ARTICLE pubs.aip.org/aip/cha

11C. Wilhelm, “Out-of-equilibrium microrheology inside living cells,” Phys. Rev.
Lett. 101, 028101 (2008).
12H. Teimouri, A. Medvedeva, and A. B. Kolomeisky, “Bacteria-specific feature
selection for enhanced antimicrobial peptide activity predictions using machine-
learning methods,” J. Chem. Inf. Model. 63, 1723 (2023).
13N. Kumar, H. Soni, S. Ramaswamy, and A. K. Sood, “Flocking at a distance in
active granular matter,” Nat. Commun. 5, 4688 (2014).
14J. Jhawar, R. G. Morris, U. R. Amith-Kumar, M. Danny Raj, T. Rogers,
H. Rajendran, and V. Guttal, “Noise-induced schooling of fish,” Nat. Phys. 16,
488 (2020).
15R. Ross, “The logical basis of the sanitary policy of mosquito reduction,” Science
22, 689 (1905).
16K. Pearson, “The problem of the random walk,” Nature 72, 294 (1905).
17See https://embryology.med.unsw.edu.au/embryology/index.php/Movie_-_
Neutrophil_chasing_bacteria for a short explanation and a link to the movie.
18H. C. Berg and R. A. Anderson, “Bacteria swim by rotating their flagellar
filaments,” Nature 245, 380 (1973).
19C. W. Reynolds, “Flocks, herds and schools: A distributed behavioral model,”
Comput. Graph. 21, 25–34 (1987).
20T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen, and O. Shochet, “Novel type of
phase transition in a system of self-driven particles,” Phys. Rev. Lett. 75, 1226
(1995).
21S. J. Ebbens and J. R. Howse, “In pursuit of propulsion at the nanoscale,” Soft
Matter 6, 726 (2010).
22E. Lemaitre, I. M. Sokolov, R. Metzler, and V. Aleksei Chechkin, “Non-Gaussian
displacement distributions in models of heterogeneous active particle dynamics,”
New J. Phys. 25, 013010 (2023).
23C. Kurzthaler, Y. Zhao, N. Zhou, J. Schwarz-Linek, C. Devailly, J. Arlt, J. Huang,
W. C. K. Poon, T. Franosch, J. Tailleur, and V. A. Martinez, “Characterization and
control of the run-and-tumble dynamics of Escherichia coli,” Phys. Rev. Lett. 132,
038302 (2024).
24B. Loewe, T. Kozhukhov, and T. N. Shendruk, “Anisotropic run-and-tumble-
turn dynamics,” Soft Matter 20, 1133 (2024).
25H. C. Berg, E. coli in Motion (Springer, New York, 2004).
26N. R. Smith, P. Le Doussal, S. N. Majumdar, and G. Schehr, “Exact position dis-
tribution of a harmonically confined run-and-tumble particle in two dimensions,”
Phys. Rev. E 106, 054133 (2022).
27T. Chakraborty and P. Pradhan, “Time-dependent properties of run-and-
tumble particles: Density relaxation,” Phys. Rev. E 109, 024124 (2024).
28G. Tucci, A. Gambassi, S. N. Majumdar, and G. Schehr, “First-passage time
of run-and-tumble particles with noninstantaneous resetting,” Phys. Rev. E 106,
044127 (2022).
29K. S. Olsen, “Steady-state moments under resetting to a distribution,” Phys.
Rev. E 108, 044120 (2023).
30T. Banerjee, S. N. Majumdar, A. Rosso, and G. Schehr, “Current fluctuations
in noninteracting run-and-tumble particles in one dimension,” Phys. Rev. E 101,
052101 (2020).
31P. Le Doussal, S. N. Majumdar, and G. Schehr, “Velocity and diffusion constant
of an active particle in a one-dimensional force field,” EPL-Europhys. Lett. 130,
40002 (2020).
32C. Roberts and Z. Zhen, “Run-and-tumble motion in a linear ratchet potential:
Analytic solution, power extraction, and first-passage properties,” Phys. Rev. E
108, 014139 (2023).
33E. Jeon, B. G. Go, and Y. W. Kim, “Searching for a partially absorbing tar-
get by a run-and-tumble particle in a confined space,” Phys. Rev. E 109, 014103
(2024).
34R. Garcia-Millan and G. Pruessner, “Run-and-tumble motion in a harmonic
potential: Field theory and entropy production,” J. Stat. Mech. 2021, 063203.
35P. Padmanabha, D. M. Busiello, A. Maritan, and D. Gupta, “Fluctuations of
entropy production of a run-and-tumble particle,” Phys. Rev. E 107, 014129
(2023).
36A. Dhar, A. Kundu, S. N. Majumdar, S. Sabhapandit, and G. Schehr, “Run-and-
tumble particle in one-dimensional confining potentials: Steady-state, relaxation,
and first-passage properties,” Phys. Rev. E 99, 032132 (2019).
37F. J. Sevilla, A. V. Arzola, and E. P. Cital, “Stationary superstatistics distributions
of trapped run-and-tumble particles,” Phys. Rev. E 99, 012145 (2019).

38C. G. Wagner, M. F. Hagan, and A. Baskaran, “Steady-state distributions of ideal
active Brownian particles under confinement and forcing,” J. Stat. Mech.: Theory
Exp. 2017, 043203.
39H. H. Wensink and H. Löwen, “Aggregation of self-propelled colloidal rods near
confining walls,” Phys. Rev. E 78, 031409 (2008).
40L. Angelani, “Confined run-and-tumble swimmers in one dimension,” J. Phys.
A-Math. Theor. 50, 325601 (2017).
41M. R. Evans and S. N. Majumdar, “Run and tumble particle under resetting: A
renewal approach,” J. Phys. A-Math. Theor. 51, 475003 (2018).
42O. Dauchot and V. Démery, “Dynamics of a self-propelled particle in a har-
monic trap,” Phys. Rev. Lett. 122, 068002 (2019).
43P. Singh and A. Kundu, “Generalised ‘Arcsine’ laws for run-and-tumble particle
in one dimension,” J. Stat. Mech. 2019, 083205.
44P. Singh, S. Santra, and A. Kundu, “Extremal statistics of a one-dimensional run
and tumble particle with an absorbing wall,” J. Phys. A-Math. Theor. 55, 465004
(2022).
45H. S. Chung, K. McHale, J. M. Louis, and W. A. Eaton, “Single-molecule flu-
orescence experiments determine protein folding transition path times,” Science
335, 981 (2012).
46G. Hummer, “From transition paths to transition states and rate coefficients,”
J. Chem. Phys. 120, 516 (2004).
47A. Godec and D. E. Makarov, “Challenges in inferring the directionality of active
molecular processes from single-molecule fluorescence resonance energy transfer
trajectories,” J. Phys. Chem. Lett. 14, 49 (2022).
48B. Zhang, D. Jasnow, and D. M. Zuckerman, “Transition-event durations in
one-dimensional activated processes,” J. Chem. Phys. 126, 74504 (2007).
49R. Satija, A. M. Berezhkovskii, and D. E. Makarov, “Broad distributions of
transition-path times are fingerprints of multidimensionality of the underlying
free energy landscapes,” Proc. Natl. Acad. Sci. U.S.A. 117, 27116 (2020).
50Y. Xu, H. Li, H. Wang, W. Jia, X. Yue, and J. Kurths, “The estimates of the mean
first exit time of a bistable system excited by Poisson white noise,” J. Appl. Mech.
84, 091004 (2017).
51D. K. Lubensky and D. R. Nelson, “Driven polymer translocation through a
narrow pore,” Biophys. J. 77, 1824 (1999).
52D. Hartich and A. Godec, “Emergent memory and kinetic hysteresis in strongly
driven networks,” Phys. Rev. X 11, 041047 (2021).
53A. M. Berezhkovskii and D. E. Makarov, “On distributions of barrier crossing
times as observed in single-molecule studies of biomolecules,” Biophys. Rep. 1,
100029 (2021).
54W. K. Kim and R. R. Netz, “The mean shape of transition and first-passage
paths,” J. Chem. Phys. 143, 224108 (2015).
55G. M. Torrie and J. P. Valleau, “Nonphysical sampling distributions in Monte
Carlo free-energy estimation: Umbrella sampling,” J. Comput. Phys. 23, 187
(1977).
56T. S. Van Erp and P. G. Bolhuis, “Elaborating transition interface sampling
methods,” J. Comput. Phys. 205, 157 (2005).
57W. N. E., W. Ren, and E. Vanden-Eijnden, “String method for the study of rare
events,” Phys. Rev. B 66, 052301 (2002).
58K. Blom, K. Song, E. Vouga, and D. E. Makarov, “Milestoning estimators of dis-
sipation in systems observed at a coarse resolution,” Proc. Natl. Acad. Sci. U.S.A.
121, e2318333121 (2024).
59A. K. Faradjian and R. Elber, “Computing time scales from reaction coordinates
by milestoning,” J. Chem. Phys. 120, 10880 (2004).
60R. J. Allen, D. Frenkel, and P. R. Ten Wolde, “Forward flux sampling-type
schemes for simulating rare events: Efficiency analysis,” J. Chem. Phys. 124,
194111 (2006).
61M. M. Reiner, B. Bachmair, M. X. Tiefenbacher, S. Mai, L. González, P. Marque-
tand, and C. Dellago, “Nonadiabatic forward flux sampling for excited-state rare
events,” J. Chem. Theory Comput. 19, 1657 (2023).
62X. L. Wang, J. Feng, Y. Xu, and J. Kurths, “Deep learning-based state prediction
of the Lorenz system with control parameters,” Chaos 34, 033108 (2024).
63L. Bonati, G. M. Piccini, and M. Parrinello, “Deep learning the slow modes for
rare events sampling,” Proc. Natl. Acad. Sci. U.S.A. 118, e2113533118 (2021).
64H. Zhang, Y. Xu, Q. Liu, and Y. G. Li, “Deep learning framework for solving
Fokker–Planck equations with low-rank separation representation,” Eng. Appl.
Artif. Intel. 121, 106036 (2023).

Chaos 35, 053132 (2025); doi: 10.1063/5.0249277 35, 053132-19

Published under an exclusive license by AIP Publishing

 09 M
ay 2025 05:44:22

https://pubs.aip.org/aip/cha
https://doi.org/10.1103/PhysRevLett.101.028101
https://doi.org/10.1021/acs.jcim.2c01551
https://doi.org/10.1038/ncomms5688
https://doi.org/10.1038/s41567-020-0787-y
https://doi.org/10.1126/science.22.570.689
https://doi.org/10.1038/072294b0
https://embryology.med.unsw.edu.au/embryology/index.php/Movie_-_Neutrophil_chasing_bacteria
https://doi.org/10.1038/245380a0
https://doi.org/10.1145/37402.37406
https://doi.org/10.1103/PhysRevLett.75.1226
https://doi.org/10.1039/b918598d
https://doi.org/10.1088/1367-2630/acb005
https://doi.org/10.1103/PhysRevLett.132.038302
https://doi.org/10.1039/D3SM00589E
https://doi.org/10.1103/PhysRevE.106.054133
https://doi.org/10.1103/PhysRevE.109.024124
https://doi.org/10.1103/PhysRevE.106.044127
https://doi.org/10.1103/PhysRevE.108.044120
https://doi.org/10.1103/PhysRevE.101.052101
https://doi.org/10.1209/0295-5075/130/40002
https://doi.org/10.1103/PhysRevE.108.014139
https://doi.org/10.1103/PhysRevE.109.014103
https://doi.org/10.1088/1742-5468/ac014d
https://doi.org/10.1103/PhysRevE.107.014129
https://doi.org/10.1103/PhysRevE.99.032132
https://doi.org/10.1103/PhysRevE.99.012145
https://doi.org/10.1088/1742-5468/aa60a8
https://doi.org/10.1103/PhysRevE.78.031409
https://doi.org/10.1088/1751-8121/aa734c
https://doi.org/10.1088/1751-8121/aae74e
https://doi.org/10.1103/PhysRevLett.122.068002
https://doi.org/10.1088/1742-5468/ab3283
https://doi.org/10.1088/1751-8121/aca230
https://doi.org/10.1126/science.1215768
https://doi.org/10.1063/1.1630572
https://doi.org/10.1021/acs.jpclett.2c03244
https://doi.org/10.1063/1.2434966
https://doi.org/10.1073/pnas.2008307117
https://doi.org/10.1115/1.4037158
https://doi.org/10.1016/S0006-3495(99)77027-X
https://doi.org/10.1103/PhysRevX.11.041047
https://doi.org/10.1016/j.bpr.2021.100029
https://doi.org/10.1063/1.4936408
https://doi.org/10.1016/0021-9991(77)90121-8
https://doi.org/10.1016/j.jcp.2004.11.003
https://doi.org/10.1103/PhysRevB.66.052301
https://doi.org/10.1073/pnas.2318333121
https://doi.org/10.1063/1.1738640
https://doi.org/10.1063/1.2198827
https://doi.org/10.1021/acs.jctc.2c01088
https://doi.org/10.1063/5.0187866
https://doi.org/10.1073/pnas.2113533118
https://doi.org/10.1016/j.engappai.2023.106036


Chaos ARTICLE pubs.aip.org/aip/cha

65E. Medina, R. Satija, and D. E. Makarov, “Transition path times in non-
Markovian activated rate processes,” J. Phys. Chem. B 122, 11400 (2018).
66H. Li, Y. Xu, R. Metzler, and J. W. Shen, “Transition path properties for one-
dimensional non-Markovian models,” J. Phys. A-Math. Theor. 57, 355201 (2024).
67D. E. Makarov, “Reconciling transition path time and rate measurements in
reactions with large entropic barriers,” J. Chem. Phys. 146, 071101 (2017).
68A. M. Berezhkovskii and D. E. Makarov, “Communication: Transition-path
velocity as an experimental measure of barrier crossing dynamics,” J. Chem. Phys.
148, 201102 (2018).
69H. Li, Y. Xu, Y. G. Li, and R. Metzler, “Transition path dynamics across rough
inverted parabolic potential barrier,” Eur. Phys. J. Plus 135, 731 (2020).
70A. M. Berezhkovskii, G. Hummer, and S. M. Bezrukov, “Identity of distribu-
tions of direct uphill and downhill translocation times for particles traversing
membrane channels,” Phys. Rev. Lett. 97, 020601 (2006).
71D. Singh, K. Mondal, and S. Chaudhury, “Effect of memory and inertial contri-
bution on transition-time distributions: Theory and simulations,” J. Phys. Chem.
B 125, 4536 (2021).
72A. M. Berezhkovskii and D. E. Makarov, “On the forward/backward symmetry
of transition path time distributions in nonequilibrium systems,” J. Chem. Phys.
151, 065102 (2019).
73R. Satija, A. Das, and D. E. Makarov, “Transition path times reveal memory
effects and anomalous diffusion in the dynamics of protein folding,” J. Chem.
Phys. 147, 152707 (2017).
74D. Janakiraman, “Transition path time distributions for Lévy flights,” J. Phys.
A-Math. Theor. 51, 285001 (2018).
75H. Li, Y. Xu, R. Metzler, and J. Kurths, “Transition path properties for one-
dimensional systems driven by Poisson white noise,” Chaos, Soliton. Fract. 141,
110293 (2020).

76J. Gladrow, M. Ribezzi-Crivellari, F. Ritort, and U. F. Keyser, “Experimental
evidence of symmetry breaking of transition-path times,” Nat. Commun. 10, 55
(2019).
77J. J. Kasianowicz, E. Brandin, D. Branton, and D. W. Deamer, “Characterization
of individual polynucleotide molecules using a membrane channel,” Proc. Natl.
Acad. Sci. U.S.A. 93, 13770 (1996).
78K. R. Mahendran, C. Chimerel, T. Mach, and M. Winterhalter, “Antibiotic
translocation through membrane channels: Temperature-dependent ion current
fluctuation for catching the fast events,” Eur. Biophys. J. Biophy. 38, 1141 (2009).
79J. Um, T. Song, and J. H. Jeon, “Langevin dynamics driven by a telegraphic
active noise,” Front. Phys. 7, 143 (2019).
80R. N. Valani and D. M. Paganin, “Attractor-driven matter,” Chaos 33, 023125
(2023).
81K. Kawaguchi, R. Kageyama, and M. Sano, “Topological defects control
collective dynamics in neural progenitor cell cultures,” Nature 545, 327
(2017).
82C. K. Schmidt, M. Medina-Sánchez, R. J. Edmondson, and O. G. Schmidt,
“Engineering microrobots for targeted cancer therapies from a medical perspec-
tive,” Nat. Commun. 11, 5618 (2020).
83F. Di Trapani, T. Franosch, and M. Caraglio, “Active Brownian particles
in a circular disk with an absorbing boundary,” Phys. Rev. E 107, 064123
(2023).
84J. Tailleur and M. E. Cates, “Statistical mechanics of interacting run-and-tumble
bacteria,” Phys. Rev. Lett. 100, 218103 (2008).
85L. Cocconi, J. Knight, and C. Roberts, “Optimal power extraction from active
particles with hidden states,” Phys. Rev. Lett. 131, 188301 (2023).
86D. Barik, P. K. Ghosh, and D. S. Ray, “Langevin dynamics with dichotomous
noise: Direct simulation and applications,” J. Stat. Mech. 2006, P03010.

Chaos 35, 053132 (2025); doi: 10.1063/5.0249277 35, 053132-20

Published under an exclusive license by AIP Publishing

 09 M
ay 2025 05:44:22

https://pubs.aip.org/aip/cha
https://doi.org/10.1021/acs.jpcb.8b07361
https://doi.org/10.1088/1751-8121/ad6db1
https://doi.org/10.1063/1.4977177
https://doi.org/10.1063/1.5030427
https://doi.org/10.1140/epjp/s13360-020-00752-7
https://doi.org/10.1103/PhysRevLett.97.020601
https://doi.org/10.1021/acs.jpcb.1c00173
https://doi.org/10.1063/1.5109293
https://doi.org/10.1063/1.4993228
https://doi.org/10.1088/1751-8121/aac3a0
https://doi.org/10.1016/j.chaos.2020.110293
https://doi.org/10.1038/s41467-018-07873-9
https://doi.org/10.1073/pnas.93.24.13770
https://doi.org/10.1007/s00249-009-0495-0
https://doi.org/10.3389/fphy.2019.00143
https://doi.org/10.1063/5.0107401
https://doi.org/10.1038/nature22321
https://doi.org/10.1038/s41467-020-19322-7
https://doi.org/10.1103/PhysRevE.107.064123
https://doi.org/10.1103/PhysRevLett.100.218103
https://doi.org/10.1103/PhysRevLett.131.188301
https://doi.org/10.1088/1742-5468/2006/03/P03010

