Trapped tracer in a non-equilibrium bath: dynamics and energetics
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We study the dynamics of a tracer that is elastically coupled to active particles being kept at two different temperatures, as a prototype of tracer dynamics in a non-equilibrium bath. Employing analytical techniques, we find the exact solution of the probability density function for the effective temperature, and quantified the departure from equilibrium. An emerging area of biophysical research is to understand how the activity affects biological processes in a living cell. The shape of a cell is formed by the cytoskeleton—an active viscoelastic network (gel) of cross-linked filaments and motor proteins. Naturally, a probe particle immersed inside the network exhibits distinct dynamical properties such as enhanced diffusion and a non-Boltzmann distribution of displacements as observed in numerous experiments. Measuring the mechanical and dynamic properties, it was observed that the probe’s position varies non-monotonically with time due to compression and eventual relaxation of the network controlled by motor activity. For such a system, a clear violation of the FDT was demonstrated, and the effect was particularly prominent at low frequencies of the PSD at which enhanced fluctuations of the probe’s displacement occur. Similar observations were reported in activity-induced flickering of membranous systems such as red blood cells, cell nuclei, vesicles, etc. In these systems, a viscoelastic network made up of a cytoskeletal protein (spectrin) constitutes the cell membrane (of red blood cells), and rearrangements of the network due to metabolic activity cause athermal fluctuations of the membrane.

With high-resolution imaging techniques recent investigations have revealed the effects of ATP-powered activity on the dynamics of chromatin which resides inside the cell nucleus. For instance, several studies have observed the coherent motion of chromatin with long-range spatial correlations due to the directional force generated by nuclear enzymes. The shape of the nucleus is determined by the

1 Introduction

The dynamics of a test particle inside a living cell is a complex process, and it often occurs in a regime where the laws of equilibrium physics cannot be applied, or in other words, the detailed balance condition breaks down and the usual fluctuation-dissipation theorem (FDT) is violated. In systems, in which the FDT holds, the response function of a system where the influence of an external force acts is related to its spontaneous fluctuations via the ambient temperature. Employing microrheology and single-particle tracking techniques, it is possible to measure the fluctuations of a tracer trapped in a medium and thus check the validity of the FDT. Any deviation from the usual FDT indicates a non-equilibrium nature of the observed dynamics, found earlier in a wide class of systems, e.g., aging glasses, sheared materials, externally driven colloids, active matter, and others. Based on the knowledge from equilibrium physics, a generalised version of the FDT was proposed, and the notion of an effective temperature is introduced in the theorem as a substitute for the ambient temperature. Thus one can characterise the fluctuations and estimate the deviations from equilibrium by correlating useful quantities extracted from experimental data such as the response function and the power spectral density (PSD). In the context of active matter, there have been several experimental as well as theoretical and simulation-based studies which have validated the generalised approach to the FDT by incorporating the concept of effective temperature, and quantified the departure from equilibrium.
surrounding membrane called the nuclear envelope, which separates the nuclear contents such as chromatin and the nucleoplasm from the remaining cellular cytoplasm. Therefore, the undulations of the nuclear shape are controlled by two kinds of activity—from outside by the cytoskeleton and from inside by the chromatin that is actively remodelled continuously.61 A recent experiment suggested that these activities act differently on the shape fluctuations; particularly, cytoskeletal activity amplifies the fluctuations, while these are dampened if chromatin is involved.22

To explain the properties of non-equilibrium fluctuations of the above examples, the systems are generally modelled as the coupled motion of a tracer and surrounding bath particles, where the tracer represents the probe or membrane while the bath particles correspond to faster degrees of freedom which account for activity.40,41,62–64 Integrating out the faster degrees of freedom, one can obtain the effective motion of the tracer. We note that, to capture the collective effects on the dynamics, the environment is often modelled as a polymeric network which can cause subdiffusive motion of the tracer due to the viscoelastic feedback from the environment.65 Along this direction, extensive studies have been carried out.65–71

Here we consider a minimal model (analogous to those used in ref. 41 and 63) to describe the viscoelasticity of the environment. The advantage of using this model is that we can apply an exact analytic theory to investigate the basic elements of tracer diffusion in a non-Markovian active environment with specific kind of viscous and elastic components, and to get insights into the energetics. To keep things simple, we consider harmonic couplings between the tracer and the bath particles, while there is no interaction among the bath particles. In this setting, an individual tracer particle itself is assumed to undergo normal diffusion, i.e., it is driven by a Gaussian white noise. Even with this simple assumption, the tracer's dynamics can no longer be described in the equilibrium framework, rather it is characterised by an effective temperature which is a clear indicator of the non-equilibrium nature.41 This model can thus capture enhanced fluctuations of the tracer, but it fails to characterise the medium which is itself intrinsically active or the one where enhanced activity reduces non-equilibrium fluctuations.32

To address the second problem, a modification of the existing model was proposed recently by considering a coupling of the tracer to a mixture of hot and cold particles.62 Note that a similar model was used earlier to explore several interaction-mediated phenomena.72–75 One important trait of an active particle is the persistence of its motion over a finite timescale called persistence time, which is missing in the mentioned studies.17,26,33,76,77 Manifestations of active matter are, in fact, prevalent everywhere—in swimming bacteria, migrating cells to schooling of fish and flocking of birds.78–81 Other realisations where the influence of activity can be found are facilitated looping of a passive polymer in the presence of active bath particles, enhanced long-range coordination between enhancers and promoters in gene regulation, etc.82–85

An analytically tractable description of active system is the active Ornstein–Uhlenbeck particle (AOUP) model which introduces a correlation time to the particle dynamics described within a Gaussian regime.13,47,86 Recently, a few theoretical and simulation-based studies considered the fluctuating motion of a passive tracer in an active medium by modelling the bath particles as AOUPs.62,87–90 For example, the authors of ref. 89 modelled a Stirling-like heat engine in a viscoelastic active bath by considering the system as a large passive tracer interacting with the AOUPs via harmonic potentials. Using this model, they analytically determined the viscoelastic effects on the steady-state properties and engine efficiency in the quasi-static limit. In ref. 90, a similar setup was established through computer simulations, where an active medium consisting of smaller active disks interacted with each other and with a confined tracer via repulsive Lennard-Jones-type potentials. The effective motion of the tracer was found to be influenced by the interplay between the activity of the medium and the tracer's relaxation dynamics.

In this paper, we present a generalisation of the standard model presented in ref. 41 and 63, which encompasses most of its variations mentioned above, namely, the stochastic motion of a tracer confined in a harmonic potential and interacting with bath particles via elastic bonds; the bath particles at two different temperatures are driven by either white or coloured Gaussian noises. We develop an analytical scheme which solves the problem exactly, and the approach can be extended easily to incorporate other models of active noise. Also, it can be applied to study the fluctuating dynamics of an active tracer, a tracer with inertia, and bath particles subjected to both active and thermal noise. It is important to note that, for a comprehensive modelling of an active particle, one would typically include additional thermal driving in the dynamics of bath particles.91,92 However, for the purposes of this study, we choose to omit thermal effects on the bath particles to focus exclusively on the impact of active contributions. Furthermore, it is essential to underscore that the influence of active noise significantly outweighs thermal contributions in the hot-cold mixture model of active bath particles. Active particles are assumed to be connected to reservoirs separate from the tracer, allowing us to safely disregard thermal effects on the active particles while still assessing their influence on the tracer.

The plan of the paper is as follows. In Section 2, we present the details of the model. For this model, the standard dynamical observables such as the mean squared displacement (MSD) and the probability density function (PDF) of the displacement are provided in Section 3. In Section 4, we derive the exact results for the relevant thermodynamic quantities to quantify non-equilibrium fluctuations. Additionally, we establish a generalised FDT by defining a frequency-dependent effective temperature, and we investigate stochastic energetics by calculating the amount of energy exchanged between the system and the environment. We summarise our results in Section 5. Other important details to supplement the main results are presented in subsequent appendices: Appendix A is dedicated to the exact derivation of the PDF. The simulation details of the model are discussed in Appendix B. In Appendix C, we present the detailed derivations of the response function and the autocorrelation. All the quantities and parameters used in the text are collected in Table 1.
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2 Model

Suppose that a tracer particle is immersed in a bath consisting of two types of active particles: one, \(N_h\) of active particles are in contact with thermostats of higher temperature \(T_h\). Two, \(N_c\) cold particles are driven by a thermostat with temperature \(T_c\) where \(T_c \leq T_h\) and we take \(N = N_h + N_c\). We assume that the active particles do not interact with each other, and as a simple but effective approximation, the tracer is coupled to all these particles via harmonic potentials of the same strength \(\lambda_0\). On top of those interactions, the tracer is confined in an external harmonic potential of strength \(\lambda\), e.g., exerted by an optical or acoustic trap. In addition, it is subjected to white Gaussian noise arising due to collisions with solvent particles kept at temperature \(T_b\). This description is sketched in Fig. 1. Considering the isotropic nature of the medium, it is sufficient to deal with a one-dimensional system as the procedure can easily be extended to higher dimensions.

In a minimal model, the governing equations for the coupled dynamics of the tracer (with coordinate \(x\)) and the active particles (with coordinate \(x_h\) and \(x_c\) for hot and cold particles, respectively) in the overdamped limit can be expressed as

\[
\dot{x}(t) = -kx(t) - \sum_{i=1}^{N_h} k_i (x(t) - x_{h,i}(t)) + \eta(t),
\]  
\[\dot{x}_c(t) = -k_0 (x_c(t) - x(t)) + \eta(t), \quad (1a)
\]

where \(\eta(t)\) is the thermal noise.

Here the dot symbol above the variable denotes its time derivative. The above set of equations has been rescaled by the friction coefficients of the particles, and thus the strength of the potentials are redefined as \(k = \lambda \gamma_{tr}\) and \(k_0 = \lambda_0 \gamma_{tr}\), where \(\gamma_{tr}\) and \(\gamma_b\) are the friction coefficients of the tracer and the
active particles, respectively. The term $\eta$ in eqn (1a) represents zero-mean, white Gaussian noise corresponding to the thermal fluctuations acting on the tracer, with $\langle \eta(t) \rangle = 0$ and $\langle \eta(t)\eta(t') \rangle = 2D_0\delta(t-t')$, where the diffusivity of the tracer $D_0$ is related to the bath temperature $T_b$ via the Einstein-Smoluchowski-Sutherland relation $D_0 = k_BT_b/\zeta_m$, with the Boltzmann constant $k_B$.\textsuperscript{36}

From now on, we set $k_B = 1$. For the active particles, we consider two different models for the active noises $\eta_h$ and $\eta_c$ which are discussed in the following.

### 2.1 Active noise models

Eqn (1b) and (1c) describe the dynamics of active hot and cold particles which are subject to the noises $\eta_h$ and $\eta_c$, respectively. For simplicity, we consider that all hot (or cold) particles follow similar dynamical properties, but they do not interact with each other. So the autocorrelation function of noises $\eta_{h,i}$ and $\eta_{c,i}$ acting on the $i$th hot particle and $j$th cold particle is given by

$$\langle \eta_{h,i}(t)\eta_{c,j}(t') \rangle = \delta_{ij}\delta_{h,c}(|t-t'|),$$

(2)

with $\delta_{ij}$ being the autocorrelation function with the time-translational invariance, and $\delta_{h,c}$ the Kronecker delta of any two variables $a$ and $b$.

#### 2.1.1 Model I: active particles driven by Gaussian white noises

Let us first consider a simple model where the active particles just act as a source of additional energy input to the tracer dynamics, and for such a case, the noises in (2) are considered as white Gaussian with zero mean and delta correlations,$^{37}$

$$\langle \eta_{h,i}(t)\eta_{h,j}(t') \rangle = 2D_h\delta(t-t')$$

(3a)

$$\langle \eta_{c,i}(t)\eta_{c,j}(t') \rangle = 2D_c\delta(t-t')$$

(3b)

where $D_h$ and $D_c$ are the diffusivities of hot and cold particles, respectively, defined as $D_h = k_BT_h/\zeta_h$ and $D_c = k_BT_c/\zeta_c$. In the long-time limit, each particle attains an equilibrium state, thereby assuming a Boltzmann distribution.

#### 2.1.2 Model II: active particles driven by Gaussian coloured noises

In contrast to the previous model, here we characterise the active particles by the persistence properties of their motion, or in other words, finite correlation times denoted as $\tau_h$ and $\tau_c$ are included in the dynamics of the hot and cold particles. As a common yet effective model, the active noises $\eta_h$ and $\eta_c$ are described by the Ornstein–Uhlenbeck process (OUP)$^{33,36}$

$$\dot{\eta}_h(t) = -\frac{1}{\tau_h}\eta_h(t) + \frac{1}{\tau_h}\eta_{w,h},$$

(4a)

$$\dot{\eta}_c(t) = -\frac{1}{\tau_c}\eta_c(t) + \frac{1}{\tau_c}\eta_{w,c},$$

(4b)

where $\eta_{w,h}$ and $\eta_{w,c}$ represent Gaussian white noises. Thus the autocorrelation functions of the active noises $\eta_{h}(t)$ and $\eta_{c}(t)$ can be expressed as

$$\langle \eta_{h,i}(t)\eta_{h,j}(t') \rangle = \frac{D_h}{\tau_h}\delta_{ij}\exp\left(-\frac{|t-t'|}{\tau_h}\right).$$

(5a)

Therefore, each free active particle can reach a steady state after its correlation time, and its distribution is of Boltzmann form, yet involves effective diffusivities given by $D_{h,\text{eff}} = D_h/(1+k\tau_h)$ and $D_{c,\text{eff}} = D_c/(1+k\tau_c)$ for the hot and cold active particle, respectively.$^{35}$ Such a description is often referred to as the active Ornstein–Uhlenbeck particle (AOUP) model. Note that in the limit $\tau_h \to 0$ (or $\tau_c \to 0$), the active noise becomes delta-correlated white noise, and thus one recovers the previous model.

A related model is the modified AOUP (MOUP) in which the correlations for the active noises have similar forms as in (5a) and (5b), but the amplitudes do not depend on the correlation times, i.e., the terms $D_{h,\text{eff}}$ and $D_{c,\text{eff}}$ are replaced by the fixed amplitudes $G_h$ and $G_c$.\textsuperscript{77} The MOUP will be considered as model III. In model III, the diffusivities of a hot and a cold particle can be defined as $D_{h,m} = G_h\tau_h$ and $D_{c,m} = G_c\tau_c$, respectively, implying their dependence on persistence times. However, it is worth noting that for fixed values of diffusivities, both model II and model III yield the same result for the dynamical properties.

### 3 Dynamical properties

To get an idea about the dynamics of the tracer, we find the PDF of the displacement and the MSD of the tracer for the above models. A complete derivation of the PDF is shown in Appendix A. The results are used below for the detailed analysis.

From eqn (50), the MSD defined as $\langle (x(t) - \langle x(t) \rangle)^2 \rangle$ is derived in Appendix A. Given that the mean of the distribution is zero (i.e., $\langle x(t) \rangle = 0$), we will henceforth refer to the MSD as $\langle x(t)^2 \rangle$. The MOUP is displayed in Fig. 2. Fig. 3 shows the PDF (48) of the tracer displacement $x$ for the two models of active particles at different times, and we notice that the distribution is always Gaussian. However, the width of the PDF varies non-monotonically with time, corresponding to the MSD behaviour captured in Fig. 2. At $t = 0$, there is no effective interaction between the tracer and the active particles as the tracer is in equilibrium at temperature $T_{tr}$, and thus it is Gaussian of width $\langle x(0)^2 \rangle = T_{tr}/\lambda$ (see Appendix A). At short times, the tracer motion then becomes constrained due to the coupling to the active particles. This is evident from the short-time behaviour $\langle x(t)^2 \rangle \sim -\dot{x}|N_h + N_c|\eta_{j}t$, suggesting that the initial decrease of the MSD depends on the coupling strength and the number of active particles that are elastically coupled to the tracer. After an intermediate time $t^*$, the MSD starts increasing and reaches a plateau value in the long-time limit. This behaviour can be attributed to the relaxation of the system to a steady state by exchanging energy with the active particles. Note that a similar variation of the displacement was observed experimentally for a probe diffusion inside a cytoskeletal network.\textsuperscript{4} In the long-time...
where the correlation times for the active particles are set to \( t_{1\text{r}} = t_{c} = 10 \). Here we consider that the tracer particle is coupled to one hot and one cold particle. Parameters other used here are given in Appendix B.

In terms of temperatures, the MSD can be rewritten as

\[
\frac{T_{\text{eff}}}{\lambda} = \lim_{t \to \infty} \langle x^2(t) \rangle
\]

\[
= \frac{T_{\text{tr}}}{\lambda} \left[ \lambda \dot{\gamma}_b + \lambda_0 \dot{\gamma}_b \right] + \frac{N_{\text{f}} T_{\text{c}}}{\lambda} \left[ \lambda \dot{\gamma}_b + (\lambda + N \lambda_0) \dot{\gamma}_b \right]
\]

\[
N_{\text{f}} T_{\text{c}} \left[ \lambda \dot{\gamma}_b + (\lambda + N \lambda_0) \dot{\gamma}_b \right] + \frac{N_{\text{f}} T_{\text{c}}}{\lambda} \left[ \lambda \dot{\gamma}_b + (\lambda + N \lambda_0) \dot{\gamma}_b \right]
\]

Note that even for \( T_{\text{h}} = T_{\text{c}} = T_{\text{tr}} \), the effective temperature \( T_{\text{eff}} \) is not equal to \( T_{\text{tr}} \) as, by construction, the active particles are in a non-equilibrium state, and thus they keep the tracer away from equilibrium. At \( T_{\text{h}} \to 0 \) and \( T_{\text{c}} \to 0 \), the active noise reduces to the white Gaussian noise, and we recover model I, for which [see eqn (50)]

\[
\lim_{t \to \infty} \langle x^2(t) \rangle = 2 \lim_{t \to \infty} \dot{x}^2(t) = \frac{[D_{\text{h}} N_{\text{h}} + D_{\text{c}} N_{\text{c}}] \dot{x}^2}{x_1 x_2} + \frac{D_{\text{tr}} [z_2 + k_0^2]}{x_1 x_2}.
\]

In terms of temperatures,

\[
\frac{T_{\text{eff}}}{\lambda} = \lim_{t \to \infty} \langle x^2(t) \rangle = \frac{T_{\text{tr}}}{\lambda} \left[ \lambda \dot{\gamma}_b + \lambda_0 \dot{\gamma}_b \right] + \frac{N_{\text{f}} T_{\text{c}}}{\lambda} \left[ \lambda \dot{\gamma}_b + (\lambda + N \lambda_0) \dot{\gamma}_b \right]
\]

\[
\frac{N_{\text{f}} T_{\text{c}}}{\lambda} \left[ \lambda \dot{\gamma}_b + (\lambda + N \lambda_0) \dot{\gamma}_b \right] + \frac{N_{\text{f}} T_{\text{c}}}{\lambda} \left[ \lambda \dot{\gamma}_b + (\lambda + N \lambda_0) \dot{\gamma}_b \right]
\]

Note that unlike model II, when \( T_{\text{h}} = T_{\text{c}} = T_{\text{tr}} \), we have \( T_{\text{eff}} = T_{\text{tr}} \), indicating that the particle attains equilibrium, as illustrated in Fig. 2. Furthermore, under the condition \( N_{\text{h}} T_{\text{h}} + N_{\text{c}} T_{\text{c}} = (N_{\text{h}} + N_{\text{c}}) T_{\text{tr}} \), we also find \( T_{\text{eff}} = T_{\text{tr}} \). Thus, the width of the distribution at shorter and longer times is the same, as reflected in panel (a) of Fig. 3. However, if \( T_{\text{h}} > T_{\text{tr}} \) (or \( T_{\text{c}} < T_{\text{tr}} \)) keeping \( T_{\text{c}} = T_{\text{tr}} \) (or \( T_{\text{h}} = T_{\text{tr}} \)), an additional energy is supplied to the tracer (or active particles), and as a result, the MSD is increased (or decreased) compared to the initial value, i.e., \( T_{\text{eff}} > T_{\text{tr}} \) (or \( T_{\text{eff}} < T_{\text{tr}} \)). We will discuss the energetics of the system in more detail in the next section.

To get more insight about the dynamics, the MSD \( \langle x(t)^2 \rangle \) is plotted in Fig. 4 for different coupling strengths \( k_i \).
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...other parameters are the same as in Fig. 2.

(10)

Eqn (32) shows how the random force \( \eta(t) \) can be replaced by the external force \( f_{\text{ext}}(t) \) as both forces are related to \( x(t) \), in the same way, although their statistical properties are different.

From eqn (10) the response function, denoted as \( \chi(t) \), can thus be computed as

\[
\chi(t) = \frac{\delta \langle \delta x(t) \rangle}{\delta f_{\text{ext}}} = \Theta(t)[k_0\psi(t) + \phi(t)],
\]

which is plotted in Fig. 5(a) for different coupling strengths \( k_i \) (or equivalently \( \lambda_i \)). Here \( \Theta(t) \) denotes the Heaviside step function which takes care of the causality. Note that \( \chi(t) \) captures, in a way, the relaxation dynamics of the system, and so it is independent of the bath models. Without coupling to the active particles, \( \chi(t) = \Theta(t)e^{-kt} \), which corresponds to the response function for a tracer trapped in a harmonic potential of strength \( k \). Fig. 5(a) shows that the response function \( \chi(t) \) follows a bi-exponential decay in time, viz.,

\[
\chi(t) = \Theta(t)\chi_s \exp\left(-\frac{t}{\tau_s}\right) + \Theta(t)\chi_l \exp\left(-\frac{t}{\tau_l}\right),
\]

where

\[
\tau_s = \frac{2}{x_1 + \sqrt{x_1^2 - 4x_2}}, \\
\tau_l = \frac{2}{x_1 - \sqrt{x_1^2 - 4x_2}}, \\
\chi_s = \frac{1}{2} Nk_i + k - k_0, \\
\chi_l = \frac{1}{2} Nk_i + k - k_0
\]

(13a)

(13b)

(13c)

(13d)

4 Linear response and fluctuation–dissipation theorem

An important quantity to study in the behaviour of a non-equilibrium system is the response function \( \chi(t) \) which encodes the response of the system when subjected to an external perturbation. Ignoring higher-order terms corresponding to a nonlinear response in the presence of small external force \( f_{\text{ext}}(t) \), the response function in the linear regime can be defined in terms of the change in position due to the application of an external force for all possible realisations of the motion, as

\[
\langle \delta x(t) \rangle = \langle x(t) \rangle_t - \langle x(t) \rangle_0 = \int_0^t dt_1 [k_0\psi(t - t_1) + \phi(t - t_1)]f_{\text{ext}}(t_1).
\]

(a)

(b)

Fig. 5 (a) Double logarithmic plot of the response function (eqn (11)) as a function of time at different coupling strengths between the tracer and the active particles, keeping the strength of the harmonic potential fixed at \( \lambda = 1.0 \). (b) Log–log plot of \( \tau_t \) (see eqn (13a)) versus coupling strength \( \lambda_0 \) for different values of \( \lambda \). Other parameters are the same as in Fig. 4.
So the decay is governed by two distinct functions with corresponding timescales, \( t_s \) and \( t_e \), representing the behaviour in the two opposite time limits. The initial temporal regime, during which \( \chi(t) \) exhibits a “shoulder”, is dictated by the timescale \( t_s \), while \( t_e \) corresponds to the timescale for the following regime. At the initial stage, the response function can be approximated as \( \chi(t) \sim 1 - (k + Nk_I)t \), suggesting its strong dependence on the coupling strength \( \lambda_0 \), and it decays faster for higher values of \( \lambda_0 \), as shown in Fig. 5. In fact, \( t_s \) decreases monotonically with \( \lambda_0 \) for any finite values of \( \lambda \), as shown in panel (b) of Fig. 5, and it scales as \( t_s \propto \lambda_0^{-1} \) in the limit \( \lambda_0 \gg \lambda \). Similar characteristics are reflected in the plots of \( \langle x(t^2) \rangle \), Fig. 4. Comparing Fig. 4 and 5, it can be concluded that the crossover time \( t^* \) also dictates the timescale which distinguishes two decay laws. At longer times, \( \chi(t) \sim e^{-t_0/\tau_s} \), \( \text{i.e.,} \) it decays exponentially which is barely affected by the coupling strength \( k_0 \), as can also be seen in Fig. 5(a).

For a system in equilibrium, the power spectrum of \( x \) (or Fourier transform of the positional autocorrelation function) is linked to the Fourier transform of the response function via the FDT. However, a system driven away from equilibrium violates the usual FDT with respect to the ambient temperature, but its departure from equilibrium can be quantified by introducing the concept of an effective temperature \( T_{\text{eff}} \) (or effective diffusivity \( D_{\text{eff}} \)), and thereby redefining the FDT in the Fourier space,

\[
\text{Im}[\tilde{\chi}(\omega)] = \frac{\omega}{2D_{\text{eff}}(\omega)} \text{Re}[\tilde{S}_{xx}(\omega)],
\]

where \( D_{\text{eff}}(\omega) \) represents a frequency-dependent effective diffusivity. Instead of an effective temperature, one can alternatively use the term effective energy defined as \( E_{\text{eff}} = k_B T_{\text{eff}} \). From (58) the imaginary part of the response function in Fourier space can be rewritten as

\[
\text{Im}[\tilde{\chi}(\omega)] = \frac{\omega(k_0^2 + \omega^2 + Nk_0k_I)}{(\omega^2 - k_0^2)^2 + \omega^2(k_0 + k + Nk_I)^2}.
\]

The PSD of \( x \) depends on a chosen model of active particles, and thus it is different for each model as given by eqn (59)–(61). But all models can be mapped into each other by taking specific values of \( \tau_s \) and \( \tau_e \), as discussed before. For model II, the PSD can be expressed as

\[
\tilde{S}_{xx}(\omega) = \frac{k^2 - Nk_B D_B}{1 + \omega^2 \tau_s^2} + \frac{k^2 - Nk_B D_C}{1 + \omega^2 \tau_c^2} + \left(k_0^2 + \omega^2\right) D_{tr} \left(\frac{\omega^2 - k_0^2}{(\omega^2 - k_0^2)^2 + \omega^2(k_0 + k + Nk_I)^2}\right),
\]

and its plot as a function of frequency \( \omega \) is shown in Fig. 6.

In the limit \( \omega \rightarrow 0 \) the PSD can be approximated as

\[
\tilde{S}_{xx}(\omega) \approx 2k^2 \frac{Nk_B D_B}{1 + \omega^2 \tau_s^2} + \frac{Nk_B D_C}{1 + \omega^2 \tau_c^2} + k^2 D_{tr} \left(\frac{\omega^2}{\omega^2[k^2 + k_0^2 + N^2k_I^2] + 2(k_0 + k)Nk_I} + k^2k_0^2\right),
\]

which strongly depends on the strengths of the active forces, and therefore the spectra with different activities are separated at low frequencies, as shown in Fig. 6. At a higher activity, the tracer experiences larger active fluctuations, thus showing a higher spectral value. Note that such a behaviour was reported earlier in several experimental observations. At intermediate frequencies, a significant plateau is observed for the tracer connected to AOU particles due to the presence of the persistence time, as shown in panel (b) of Fig. 6. At high frequencies,

\[
\tilde{S}_{xx}(\omega) \approx \frac{2D_{tr}}{\omega^2 + [k_0^2 + k_0^2 + N^2k_I^2 + 2(k_0 + k)Nk_I]}.
\]

which is of typical Lorentzian form and corresponds to the thermal noise. Thus, the spectra for various activities converge to a single curve at \( \omega \rightarrow \infty \). Note that eqn (18) is a generic form that appears in the expression of the PSD for various processes, including the OU process, Brownian motion subjected to resetting, and free diffusion of an active Brownian particle.

Let us first consider the model I for the active particles. For this case, using eqn (60) and substituting eqn (15) in eqn (14), one can find the effective diffusivity in Fourier space as

\[
D_{\text{eff}}(\omega) = \frac{k^2(Nk_B D_B + Nk_B D_C)}{k_0^2 + \omega^2 + Nk_B k_I} + \frac{2D_{tr}(k_0^2 + \omega^2)}{k_0^2 + \omega^2 + Nk_B k_I},
\]

Fig. 6 Log–log plot of the power spectral density of \( x \) versus frequency \( \omega \) for (a) model I and (b) model II with \( \tau_s = \tau_e = 1 \). The parameters are \( N_B = N_C = 100 \) and \( \tau_{tr} = 50 \). The other parameters are given by \( \gamma_{\text{tr}} = 5, \gamma_0 = 1, \lambda = 1, \lambda_0 = 1 \).
or in a similar way, the frequency-dependent effective temperature is

\[ T_{\text{eff}}(\omega) = \gamma_I D_{\text{eff}}(\omega) = T_{Ir} + \frac{(N_h T_h + N_c T_c) - T_{ Ir} N}{k_0 k_I} \left[ 1 + \frac{\omega^2}{k_I} + \frac{\omega^2}{k_0} \right] \tag{20} \]

Note that the effective temperature becomes identical to the temperature of the tracer (i.e., \( T_{\text{eff}}(\omega) = T_{tr} \)) when \( T_{Ir} = T_h = T_c \). This describes an equilibrium situation. In any other case, \( T_{\text{eff}}(\omega) \) differs from \( T_{tr} \) and thus it represents a non-equilibrium system. Note that here one can define the active energy as

\[ E_{\text{act}}(\omega) = k_0 [ T_{\text{eff}}(\omega) - T_{tr} ] \tag{21} \]

which measures the sole contributions of active fluctuations.\textsuperscript{35} For model II, the frequency-dependent effective temperature can be calculated using eqn (15), (59) and (14),

\[ T_{\text{eff}}(\omega) = \gamma_I D_{\text{eff}}(\omega) = T_{Ir} + \frac{N_h T_h}{1 + \omega^2 \tau_h^2} + \frac{N_c T_c}{1 + \omega^2 \tau_c^2} - T_{ Ir} N \tag{22} \]

For \( T_{Ir} = T_h = T_c, T_{\text{eff}}(\omega) \neq T_{tr} \) and as mentioned earlier, this system always stays at non-equilibrium.

Fig. 7 shows the plot of \( T_{\text{eff}}(\omega) \) for the two models. Note that, depending on the values of \( T_h \) and \( T_c, T_{\text{eff}}(\omega) \) becomes larger or smaller compared to \( T_{tr} \) and this difference of temperature is clearly visible in the (activity-dominated) low-\( \omega \) regime, in sync with the PSD analysis. Interestingly, \( T_{\text{eff}}(\omega) \) in model II exhibits a non-monotonic variation with \( \omega \), i.e., at an intermediate frequency \( \omega^* \) it reaches a minimum which diminishes at vanishing persistence times. Therefore, such behaviour captures a signature of the persistent motion.

Fig. 8 illustrates how \( \omega^* \) varies with persistence times \( (\tau_h \text{ and } \tau_c) \) and the coupling strength \( \lambda_0 \). Increasing persistence times causes \( \omega^* \) to shift towards smaller values, while an increase in \( \lambda_0 \) results in higher values of \( \omega^* \). When the coupling strength is higher, the tracer’s motion is quickly constrained by stronger interaction with the active particles before it relaxes towards the steady state. This implies a higher \( \omega^* \) value and a significant decrease in effective energy [cf. Fig. 5]. On the other hand, in a highly persistent environment, the tracer interacts with the particles over longer periods, expending more energy before reaching a steady state. As a result, \( E_{\text{act}}(\omega) \) decreases significantly over a wider range of frequencies, and thus its minimum occurs at a lower \( \omega^* \). The result is further clarified in our subsequent analysis.

Another way of characterising the non-equilibrium activity is to calculate the energy dissipation rate. Using the Harada–Sasa equality, the spectral density of dissipation rate can be expressed as\textsuperscript{22,98}

\[ I_{\text{diss}}(\omega) = \gamma_I \omega \left[ \omega S_{xx}(\omega) - 2D_{\alpha} \text{Im}[\tilde{f}(\omega)] \right] \tag{23} \]

and thus the integration of its spectral density over all values of \( \omega \) results in the average rate of energy dissipation, i.e., the energy transferred from the surroundings to the tracer. So the average dissipation rate can be written as

\[ \langle J \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega I_{\text{diss}}(\omega) \tag{24} \]

Fig. 7 Double logarithmic plot of the effective temperature in frequency domain, scaled by temperature of the tracer as function of frequency \( \omega \) for (a) model I and (b) model II where \( \tau_h = \tau_c = 1 \) and \( T_h = 50 \). Other parameters are the same as in Fig. 6. In panels (c) and (d), the effective temperature for model II is plotted as a function of \( \omega \) for different values of the persistence time \( \tau_h \) and the interaction strength \( \lambda_0 \), respectively, setting the temperatures as \( T_h = 100, T_c = 25 \) and \( T_{\alpha} = 50 \). For panel (c), we take \( \lambda_0 = 1.0 \), and for panel (d), \( \tau_h = \tau_c = 1 \). Other parameters are the same as in Fig. 6.
With the help of eqn (15) and (57), the average dissipation rate given in eqn (24) is calculated exactly for the two models. For model I, it is given by

$$
\langle J \rangle = \frac{\sqrt{2k_Bk_0}\left[-T_w(N_c + N_h) + (T_cN_c + T_hN_h)\right]}{\sqrt{\tau_1^2 + \sqrt{\tau_1^2 - 4\tau_2^2\tau_1 - 2\tau_2 + \sqrt{\tau_1^2 - 4\tau_2^2\tau_1 - 2\tau_2}}}
$$

while for model II, the energy dissipation rate is

$$
\langle J \rangle = -\frac{k_Bk_0}{2}\left[\frac{T_hN_h\tau_h}{(\tau_2^2\tau_h^2 + 1)^2 - \tau_1^2\tau_h^2} + \frac{T_cN_c\tau_c}{(\tau_2^2\tau_c^2 + 1)^2 - \tau_1^2\tau_c^2}
+ \frac{\sqrt{2}x_{12}}{x_{11}^2}\sqrt{\tau_1^2 - \sqrt{\tau_1^2 - 4\tau_2^2\tau_1 - 2\tau_2}}
+ \frac{\sqrt{2}x_{13}}{x_{11}^2}\sqrt{\tau_1^2 - \sqrt{\tau_1^2 - 4\tau_2^2\tau_1 - 2\tau_2}}\right],
$$

where the variables are given as

$$
x_{11} = x_1\left(\tau_h^2\tau_c^2\tau_1^5 - \sqrt{\tau_1^2 - 4\tau_2^2}\tau_2^2\tau_1^4 - \left((6\tau_2^2\tau_c^2 + 1)\tau_h^2 + \tau_c^2\right)\tau_1^3
+ \tau_c^2\tau_1^2 - 4\tau_2^2\tau_2^2\tau_1^2\tau_1^3 - (4\tau_2^2\tau_c^2 + 1)\tau_h^2\tau_1^2
+ 4\tau_2\left(2\tau_2\tau_c^2 + 1\right)\tau_h^2\tau_1^2 + \tau_c^2\right)\tau_1 - 2\sqrt{\tau_1^2 - 4\tau_2}
\times \left(\tau_2^2\tau_1^2\tau_c^2 + \tau_2\left(\tau_h^2 + \tau_c^2\right) + 1\right),
$$

$$
x_{21} = -2(T_cN_c + T_hN_h) - \left(x_1\sqrt{\tau_1^2 - 4\tau_2^2} - \tau_1^2 + 2\tau_2\right)
\times \left(T_cN_c\tau_t^2 + T_hN_h\tau_c^2\right) + T_w(N_c + N_h)
\times \left[\left(\tau_c^2\tau_1^4 - \sqrt{\tau_1^2 - 4\tau_2^2}\tau_2^2\tau_1^3 - (4\tau_2^2\tau_c^2 + 1)\tau_h^2\tau_1^2
+ \sqrt{\tau_1^2 - 4\tau_2}\tau_1\left(2\tau_2\tau_c^2 + 1\right) + 2\tau_2\left(\tau_2\tau_c^2 + 1\right)\right)\tau_h^2
\times \left(\sqrt{\tau_1^2 - 4\tau_2} - \tau_1\right)\tau_1 + 2\tau_2\right)\tau_c^2 + 2],
$$

$$
x_{12} = x_1\left(\tau_h^2\tau_c^2\tau_1^5 + \sqrt{\tau_1^2 - 4\tau_2^2}\tau_2^2\tau_1^4 - ((6\tau_2^2\tau_c^2 + 1)\tau_h^2 + \tau_c^2)\tau_1^3
+ \tau_c^2\tau_1^2 - 4\tau_2^2\tau_2^2\tau_1^2\tau_1^3 - (4\tau_2^2\tau_c^2 + 1)\tau_h^2\tau_1^2
+ 4\tau_2\left(2\tau_2\tau_c^2 + 1\right)\tau_h^2\tau_1^2 + \tau_c^2\right)\tau_1 - 2\sqrt{\tau_1^2 - 4\tau_2}
\times \left(\tau_2^2\tau_1^2\tau_c^2 + \tau_2\left(\tau_h^2 + \tau_c^2\right) + 1\right),
$$

$$
x_{22} = \left(x_1\sqrt{\tau_1^2 - 4\tau_2^2} - \tau_1^2 + 2\tau_2\right)
\times \left(T_cN_c\tau_t^2 + T_hN_h\tau_c^2\right) + T_w(N_c + N_h)
\times \left[\left(\tau_c^2\tau_1^4 - \sqrt{\tau_1^2 - 4\tau_2^2}\tau_2^2\tau_1^3 - (4\tau_2^2\tau_c^2 + 1)\tau_h^2\tau_1^2
+ \sqrt{\tau_1^2 - 4\tau_2}\tau_1\left(2\tau_2\tau_c^2 + 1\right) + 2\tau_2\left(\tau_2\tau_c^2 + 1\right)\right)\tau_h^2
\times \left(\sqrt{\tau_1^2 - 4\tau_2} - \tau_1\right)\tau_1 + 2\tau_2\right)\tau_c^2 + 2].
$$

Fig. 8 Plots of $\omega^*$ for model II as functions of (a) $\tau_h$, while keeping $\tau_c = 1$ and $\lambda_0 = 1$, (b) $\tau_c$ while keeping $\tau_h = 1$ and $\lambda_0 = 1$, and (c) $\lambda_0$ when $\tau_h = \tau_c = 1$, with $T_0 = 50$. The curves are obtained by numerically solving the equation $\frac{dT_{\text{eff}}(\omega)}{d\omega} = 0$, using eqn (22). Other parameters are the same as in Fig. 6.
It is evident that the rate increases with increasing range of temperatures associated with hot and cold particles. Fig. 9 demonstrates the variation of the average dissipation rate \( \langle J \rangle \) as function of the temperatures of the hot and cold particles in (a) model I and (b) model II where \( \tau_n = \tau_c = 0.01 \). The various colored regions in the plot correspond to different ranges of \( \langle J \rangle \) values, as indicated in the legend. The contour lines correspond to equal magnitude of \( \langle J \rangle \). Other parameters are the same as in Fig. 6.

\[
x_{22} = -2(T_c N_c + T_h N_h) + \left( x_1 \sqrt{x_1^2 - 4x_2} + x_1^2 - 2x_2 \right) \\
\times \left( T_c N_c \tau_n^2 + T_h N_h \tau_c^2 \right) + T_tr(N_c + N_h) \left( \tau_c^4 x_1^4 \\
+ \sqrt{x_1^2 - 4x_2 \tau_c^2} x_1^3 - (4x_2 \tau_c^2 + 1) x_1^2 - \sqrt{x_1^2 - 4x_2} \\
\times (2x_2 \tau_c^2 + 1) x_1 + 2x_2 (x_2 \tau_c^2 + 1) \right) \tau_n^2 \\
- \left( x_1 \sqrt{x_1^2 - 4x_2} + x_1^2 - 2x_2 \right) \tau_c^2 \right] \\
(27d)
\]

Fig. 9 demonstrates the variation of the \( \langle J \rangle \) values for a wide range of temperatures associated with hot and cold particles. It is evident that the rate increases with increasing \( T_h \) (or \( T_c \)) for a fixed value of \( T_c \) (or \( T_h \)). In model I, \( \langle J \rangle > 0 \) if the tracer is connected to all hot particles whose temperatures are greater than \( T_tr \), and in the opposite case when all connected particles have temperatures lower than that of the tracer, \( \langle J \rangle < 0 \). The dissipation rate is exactly zero if \( T_tr = (T_c N_c + T_h N_h)/(N_h + N_c) \).

Now consider the case when the active force is described by the OU process. Interestingly, \( \langle J \rangle < 0 \) even if the tracer is in contact with all hot particles, as shown in panel (b) of Fig. 10. This may seem counter-intuitive, but this behaviour has already been anticipated in panel (b) of Fig. 7. The negativity of the \( \langle J \rangle \) values implies that the active particles must have a lower (effective) temperature as compared to the tracer and, as a result, a net energy is dissipated to the active particles. In fact, at the steady state (without thermal fluctuations) a single active particle can be characterised by an effective temperature \( (T_{act}) \) which is smaller than the one \( (T) \) in its equilibrium, here \( T_{act,i} = T_i(1 + k_{0i}) \), and \( i = h \) and \( i = c \) for hot and cold particles, respectively. Note that, for any non-zero values of \( \tau_n \), \( T_{act,i} < T_i \). Thus with the increment of \( \tau_n \), the effective temperature of the active particle decreases, and this appears to be one of the reasons for the lowering of \( \langle J \rangle \). The value of \( \langle J \rangle \) will be lowered to a greater extent if it is a hot particle whose effective temperature is decreased due to longer persistence. This fact is reflected in panel (a) of Fig. 10. One can thus infer that there is a net energy flow to active particles of this kind, and, if there are a large number of active particles coupled to the tracer, \( \langle J \rangle \) decreases significantly, as can be seen from panel (b) of Fig. 10.

However at a fixed parametric region, there exists an optimal value of number ratio \( (N_h/N_c) \) for which \( \langle J \rangle \) is maximum, and this maximum moves from a region where \( N_h/N_c > 1 \) to a region where \( N_h/N_c < 1 \), as the number of active particles increases. Note that here only the active contributions have been considered which yields negative dissipation rate. Conceptually, the dissipation rate becomes positive, i.e., a net energy is supplied to the tracer while coupled to active particles if the thermal part is included in the dynamics of active particles or and the active force is much stronger than the thermal one. However, using the above analysis of model II one can justify the surprising observation in ref. 32 where the activity is responsible for the suppression of non-equilibrium fluctuations.

For fixed values of diffusivities \( D_{h,m} \) and \( D_{c,m} \), model III produces the same results as model II mentioned above. However, it differs when the amplitudes of the active force are held fixed. The results for this case are shown in Fig. 11. In contrast to model II, the dissipation rate \( \langle J \rangle \) varies non-monotonically with respect to the persistence times, as shown in panel (a) of Fig. 11. At an intermediate region in the parametric space of \( \{\tau_n, \tau_c\} \), \( \langle J \rangle \) is at its maximum. Relying on a similar argument as presented for model II, the behaviour at small persistence times could be attributed to its dependence on the effective temperature which is given by \( T_{act,i} = \frac{\tau_c \tau_n^2}{1 + k_{0i}} \), where \( i = \{h, c\} \) for hot and cold particles, respectively. Note that with an increase in the persistence time, the effective temperature also increases and reaches a fixed value, but the correlation of the active force decays exponentially in time with a correlation timescale given by \( \tau_c \). The variation of \( \langle J \rangle \) with respect to...
the number ratio follows a similar trend as model II, as shown in panel (b) of Fig. 11. Model III is suitable for characterising the bath where the motion of active particles is induced by self-propulsion with a fixed average speed, such as in a bacterial bath.17

5 Conclusions

Here we developed an analytical tool to generalise the common model for the dynamics of a tracer in a non-equilibrium bath. With this technique, we obtained exact time-dependent solutions of important dynamical observables for the model of bath particles driven by any kind of Gaussian noise. Some important results we obtained in the present study are given as follows.

For the effective motion of the tracer, the MSD of its positional distribution changes non-monotonically with time, and it reaches a steady state at a long time characterised by an effective temperature \( T_{\text{eff}} \), dictating its departure from equilibrium. \( T_{\text{eff}} \) for model I [see eqn (9)] closely resembles the one reported in ref. 63. We also present the results for \( T_{\text{eff}} \) when the dynamics of bath particles are governed by the OU processes. The active contributions are encoded in the low-frequency regime of the PSD, where enhanced fluctuations occur, as observed experimentally; e.g., see ref. 10 and 45. In model II and III, the persistent nature is highlighted in the plateau region of the PSD plot. The response function obeys double-exponential decay laws, with two distinct timescales that
strongly depend on the interaction strength between the tracer and the bath particles. In a viscoelastic bath, the existence of two timescales was reported earlier in the hopping dynamics of a tracer crossing the barrier.\textsuperscript{103}

A higher effective temperature, associated with increased activity, results in a higher dissipation rate, allowing for an estimation of non-equilibrium fluctuations, as discussed in ref. 10, 45 and 47. However, we show that for the case where the temperature of the active particles is lower or the active particles undergo OU dynamics, non-equilibrium fluctuations are significantly reduced, in agreement with the findings in ref. 63. More specifically, longer persistence leads to a more substantial reduction of non-equilibrium fluctuations.

Extensions of our present study are quite straightforward to incorporate, e.g., in terms of alternative models of the active force such as a Poisson noise when the dynamical description goes beyond the Gaussian approximation. It can also be applied to study other thermodynamic quantities such as heat, work and entropy production. Finally, we note that it will be interesting to employ a similar approach to explore how a tracer behaves in an active medium, considering scenarios where the interaction potential between the tracer and bath particles is anharmonic, when the particles within the medium interact with each other, or when the medium itself is an active polymeric network.

**Abbreviations and symbols**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOU</td>
<td>Active Ornstein–Uhlenbeck</td>
</tr>
<tr>
<td>FDT</td>
<td>Fluctuation–dissipation theorem</td>
</tr>
<tr>
<td>MOU</td>
<td>Modified active Ornstein–Uhlenbeck</td>
</tr>
<tr>
<td>MSD</td>
<td>Mean squared displacement</td>
</tr>
<tr>
<td>OU</td>
<td>Ornstein–Uhlenbeck</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>PSD</td>
<td>Power spectral density</td>
</tr>
</tbody>
</table>
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**Appendix**

**A Derivation of the PDF**

The solution of eqn (1b) and (1c) can be expressed as

\[
\chi(t) = x_0(0)e^{-k_0t} + k_0 \int_0^t dt_1 e^{-k_0(t-t_1)} x(t_1) + k \int_0^t dt_1 e^{-k_0(t-t_1)} \eta(t_1) .
\]  
**(28)**

Using the above, eqn (1a) can be recast as

\[
\dot{x}(t) = -(k + Nk_1)x(t) + Nk_0k_1 \int_0^t dt_1 e^{-k_0(t-t_1)} x(t_1)
\]

\[
+ k_1 \sum_{i=1}^{N_h} x_{b,i}(0)e^{-k_i t}
\]

\[
+ k_1 \sum_{i=1}^{N_c} x_{c,i}(0)e^{-k_i t} + Nk_0k_1 \int_0^t dt_1 e^{-k_0(t-t_1)} \eta_{b,i}(t_1)
\]

\[
+ k \int_0^t dt_1 e^{-k_0(t-t_1)} \eta_{c,i}(t_1) + \eta(t).
\]  
**(29)**

where \( N = N_h + N_c \). Upon Laplace transform of eqn (29) one obtains

\[
x\tilde{\chi}(s) - x(0) = -(k + Nk_1)\tilde{x}(s) + Nk_0k_1 \tilde{\chi}(s) + k_1 \sum_{i=1}^{N_h} \frac{x_{b,i}(0)}{s+k_0} + k \sum_{i=1}^{N_c} \frac{x_{c,i}(0)}{s+k_0}
\]

\[
+ k_1 \sum_{i=1}^{N_h} \frac{\tilde{x}_{b,i}(0)}{s+k_0} + k_1 \sum_{i=1}^{N_c} \frac{\tilde{x}_{c,i}(0)}{s+k_0} + k \int_0^t dt_1 \frac{e^{-k_0(t-t_1)} \eta_{b,i}(t_1) + \eta(t)}{s+k_0}.
\]  
**(30)**

After rearranging the terms of the above, the solution in the Laplace domain can be expressed as

\[
\tilde{x}(s) = x(0) \frac{s+k_0}{s^2+(k_0+Nk_1+k)s+kk_0}
\]

\[
+ \frac{\tilde{\eta}(s)}{s^2+(k_0+Nk_1+k)s+kk_0}
\]

\[
+ k_1 \sum_{i=1}^{N_h} \frac{x_{b,i}(0)}{s+k_0}
\]

\[
+ k_1 \sum_{i=1}^{N_c} \frac{x_{c,i}(0)}{s+k_0}
\]

\[
+ k \int_0^t dt_1 \frac{e^{-k_0(t-t_1)} \eta_{b,i}(t_1) + \eta(t)}{s+k_0}.
\]  
**(31)**

Now one can perform the inverse Laplace transform of eqn (31), yielding

\[
x(t) = x(0)[k_0\psi(t) + \phi(t)] + k_1\psi(t) \left[ \sum_{i=1}^{N_h} x_{b,i}(0) + \sum_{i=1}^{N_c} x_{c,i}(0) \right]
\]

\[
+ k_1 \sum_{i=1}^{N_h} \int_0^t dt_1 \psi(t-t_1) \eta_{b,i}(t_1) + k_1 \sum_{i=1}^{N_c} \int_0^t dt_1 \psi(t-t_1) \eta_{c,i}(t_1)
\]

\[
+ \int_0^t dt_1 [k_0\psi(t-t_1) + \phi(t-t_1)]\eta(t_1).
\]  
**(32)**
where

\[
\phi(t) = e^{\frac{2it}{2}} \cosh\left(\frac{t}{2}\sqrt{x_1^2 - 4z_2}\right) - x_1 e^{\frac{2it}{2}} \sinh\left(\frac{t}{2}\sqrt{x_1^2 - 4z_2}\right) = \sqrt{x_1^2 - 4z_2} \quad (33)
\]

\[
\psi(t) = \frac{2e^{\frac{2it}{2}} \sinh\left(\frac{t}{2}\sqrt{x_1^2 - 4z_2}\right)}{\sqrt{x_1^2 - 4z_2}} \quad (34)
\]

and

\[
x_1 = k_0 + Nk_I + k, \quad (35)
\]

By virtue of eqn (43), the PDF can be expressed as\(^{91,104}\)

\[
P(x, t) = \langle \delta(x - x(t)) \rangle = \frac{1}{2\pi} \int dq e^{-iqx} \langle \psi(q)(t) \rangle_{x(t)}
\]

\[
= \frac{1}{2\pi} \int dq e^{-iqx} \left(\frac{e^{2it\hbar}}{T} \left\langle e^{i\psi(0)(k_0\psi(t) + \phi(t))}\right\rangle_{x(0)}
\times \prod_{j=1}^{N_N} \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_j(0), x_{j+1}(0)}
\times \prod_{j=1}^{N_N} \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_j(t), x_{j+1}(t)}
\times \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}
\times \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}\right)
\]

where \(\langle \cdots \rangle_{x(t)}\) represents the ensemble average over all realisations of variable \(y(t)\). As a simple assumption, one can consider that all the particles are decoupled at the tracer at time \(t = 0\), and the tracer is just confined in the potential \(V(x_0) = \frac{1}{2}k_0x_0^2\) (initial condition I). So the PDF in eqn (37) can be written as

\[
P(x, t) = \frac{1}{2\pi} \int dq e^{-iqx} \langle \psi(q)(t) \rangle_{x(t)}
\times \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{j}(t)}
\times \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{j+1}(t)}
\times \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}
\times \left\langle e^{i\psi(j)(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}\right)
\]

where

\[
\zeta_1^2(t) = \frac{D_{eff}}{2\kappa} k_0 \left(\psi(t) + \phi(t)\right)^2 \quad (39)
\]

One can also assume another initial condition which states that the active particles evolve from steady states having densities of the form: \(P_0(x_0) \propto e^{\frac{k_0x_0^2}{2D_{eff}}}\) with \(D_{eff}\) being the effective diffusivity (initial condition II). Using those initial (normalised) densities, one can write the average over \(x_0, x_0(t)\) and \(x_0(0)\) explicitly, and thereafter integrating over these variables in eqn (48), one obtains

\[
P(x, t)
= \frac{1}{2\pi} \int dq e^{-iqx} \left(\frac{k}{2\pi D_{tr}} \int \frac{dx_0}{\left(N_N N_e \left(\frac{k_0}{2D_{tr}} + \frac{k_{00}}{D_{eff}}\right) + \left(k_{11} + \frac{k_0}{D_{tr}}\right) + \frac{k_0}{D_{eff}}\right)}
\times \prod_{j=1}^{N_N} \prod_{j=1}^{N_N} \left\langle e^{iqx_0(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{j}(t), x_{j+1}(t)}
\times \left\langle e^{iqx_0(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}
\times \left\langle e^{iqx_0(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}\right)
\]

\[
= \frac{1}{2\pi} \int dq e^{-iqx} \left(\frac{k}{2\pi D_{tr}} \int \frac{dx_0}{\left(N_N N_e \left(\frac{k_0}{2D_{tr}} + \frac{k_{00}}{D_{eff}}\right) + \left(k_{11} + \frac{k_0}{D_{tr}}\right) + \frac{k_0}{D_{eff}}\right)}
\times \left\langle e^{iqx_0(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{j}(t), x_{j+1}(t)}
\times \left\langle e^{iqx_0(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}
\times \left\langle e^{iqx_0(t)}(k_0\psi(t) + \phi(t))\right\rangle_{x_{N_N}(t)}\right)
\]

(40)
Here,

\[
\xi_1^2(t) = \frac{D_x[k_0\psi(t) + \phi(t)][k_1 N\psi(t) + k_0\psi(t) + \phi(t)]}{2k} \\
+ \frac{D_x k_1 N\psi(t)}{2k(D_x \phi(t) + k_1 D_x \phi(t))} \\
\times \left[ D_x k_0\psi(t) + k_0\{D_x\phi(t) + k_1 D_x\phi(t)\} \{D_x \psi(t) + D_x N\} \right] \\
+ k_1 D_x \psi(t) + k_1 k_0 D_x \psi(t) \right] + \frac{D_x k_1 N\psi(t)}{2k(D_x \phi(t) + k_1 D_x \phi(t))} \\
\times \left[ k_0 \{D_x\phi(t) + k_1 D_x\phi(t)\} \right] \\
+ k_1 D_x \psi(t) + k_1 k_0 D_x \psi(t) \right],
\]

which becomes identical to eqn (50) if one takes \( k_1 = 0 \) in eqn (52). For a Gaussian noise \( \eta(t) \) with the correlation function \( \langle \eta(t_1)\eta(t_2) \rangle \), its characteristic functional is given by\(^{97}\)

\[
\left\langle \exp \left[ \int_0^t dt' p(t')\eta(t') \right] \right\rangle_{\eta} = \exp \left( -\frac{1}{2} \int_0^t dt_1 \int_0^t dt_2 p(t_1) \langle \eta(t_1)\eta(t_2) \rangle p(t_2) \right).
\]

Using the above relation in eqn (37) for the thermal noise \( \eta(t) \), we arrive at

\[
P(x, t) = \frac{1}{2\pi} \int dq e^{-i q x - \xi_1^2(t)q^2 - \xi_2^2(t)q^2} \left\langle e^{i q \int_0^t dt_1 \psi(t-t_1)h(t_1)} \right\rangle_{\eta_h(t_1)} \\
\times \left\langle e^{i q \int_0^t dt_1 \psi(t-t_1)h(t_1)} \right\rangle_{\eta_v(t_1)},
\]

where

\[
\xi_1^2(t) = \frac{D_x e^{-it}}{2x_1(x_1^2 - 4x_2)x_2^2} \left[ 4x_2 \{x_2 + k_0(x_0 - x_1) \} \right] \\
+ \left( x_1^2 - 4x_2 \right) \left( x_2 + k_0^2 \right) e^{it} \\
+ x_1 \sqrt{x_1^2 - 4x_2} \left( x_2 - k_0^2 \right) \sinh \left( \sqrt{x_1^2 - 4x_2} \right) \\
- x_1 \left( x_2 + k_0^2 \right) \cosh \left( \sqrt{x_1^2 - 4x_2} \right).
\]

Now let us consider the hot and cold particles as AOUPs (model II). So, by virtue of eqn (42), one can calculate the average over the active noises as

\[
\left\langle e^{i q \int_0^t dt_1 \psi(t-t_1)h(t_1)} \right\rangle_{\eta_v(t_1)} = \exp \left( -q^2 \xi_3^2(t) \right),
\]

where

\[
\xi_3^2(t) = \frac{D_x k_1^2}{(x_1^2 - 4x_2)(x_2(x_2 + x_1 x_2) + 1)} \left[ x_1 + x_1^2 x_2 - 2x_2 x_2 \right] \frac{2}{x_1} - \frac{2}{x_2} \\
\times \left( \frac{x_1^2 - 4x_2 x_2}{x_2(x_2 + x_1 x_2) - 1} \right) \left( x_1 x_2 + 2 \right) \sinh \left( \frac{1}{2} \sqrt{x_1^2 - 4x_2} \right) \\
+ \sqrt{x_1^2 - 4x_2} \cosh \left( \frac{1}{2} \sqrt{x_1^2 - 4x_2} \right) \left( \frac{x_1 x_2 + 1}{2x_1 x_2 - x_2} \right)
\]

Using the above results, the PDF can be rewritten as

\[
P(x, t) = \frac{1}{2\pi} \int dq e^{-i q x - \xi_1^2(t)q^2 - \xi_2^2(t)q^2} \left\langle e^{i q \int_0^t dt_1 \psi(t-t_1)h(t_1)} \right\rangle_{\eta_h(t_1)} \\
\times \left\langle e^{i q \int_0^t dt_1 \psi(t-t_1)h(t_1)} \right\rangle_{\eta_v(t_1)} = \exp \left( -x^2 \xi_3^2(t) \right).
\]

with

\[
\xi_3^2(t) = x_1 x_2 + 2 \xi_2^2(t) + x_1 \xi_3^2(t)
\]

and the variance is given by \(2\xi_3^2(t)\),

\[
\xi_3^2(t) = \xi_2^2(t) + \xi_2^2(t) + \xi_3^2(t).
\]
For model I where $\eta_h(t)$ and $\eta_c(t)$ are taken as the Gaussian white noises, $\xi^h(t)$ can be computed by taking the limits $\tau_h \to 0$ and $\tau_c \to 0$. The result is

$$
\tilde{\xi}^h(t) = \left[ D_h N_h + D_c N_c \right] \frac{e^{-\gamma t}}{2\gamma_i (\gamma_i^2 - 4\gamma_2^2)} [4\gamma_2 + (\gamma_1^2 - 4\gamma_2^2) e^{-\gamma t}]
$$

$$
+ \frac{\gamma_1}{\gamma_i} \left\{ \sqrt{\gamma_i^2 - 4\gamma_2^2} \sinh \left( \sqrt{\gamma_i^2 - 4\gamma_2^2} t \right) \right\}.
$$

(51)

Temporal behaviour of $\langle \chi^2(t) \rangle$ at short and long times

In the short-time limit, i.e., for $t \to 0$, one has the following approximations: $\psi(t) \sim t$ and $\phi(t) \sim 1 - \gamma_i t$, leading to $\tilde{\xi}^h(t=0) \sim D_h t$. $\tilde{\xi}^c(t) \sim 0$ and $\tilde{\xi}^h(t) \sim D_h \gamma_2 + D_c \gamma_1^2$. For model II and of active noise, one has $\tilde{\xi}^h(t) \sim (D_h N_h + D_c N_c) \frac{\gamma_1}{\gamma_i} \left\{ \sqrt{\gamma_i^2 - 4\gamma_2^2} \sinh \left( \sqrt{\gamma_i^2 - 4\gamma_2^2} t \right) \right\}$. In the limit $t \to \infty$, the terms can be approximated as $\psi(t) \sim \phi(t) \sim 0$, $\tilde{\xi}^c(t) \sim 0$ and $\tilde{\xi}^h(t) \sim D_h \gamma_2 + D_c \gamma_1^2$.

B Simulation details

We employ the Euler–Maruyama method to simulate the dynamics of the tracer as well as the active particles which are given by eqn (1a)–(1c). For the sake of simplicity, the tracer is considered to be interacting with only one hot and one cold particle, though the dynamical characteristics remain unchanged if it is coupled to more than one hot (and cold) particle. The simulations are performed over $2 \times 10^4$ trajectories with integration time step $\Delta t = 10^{-3}$ for total time $t = 100$. The initial positions of the particles are sampled from the Boltzmann distribution of the form: $P(x_0) = e^{-\frac{\lambda}{\gamma_i} x_0^2}$, where $\lambda = 1.0$, $\gamma_i = 2.0$, $T_0 = 50$, $\frac{\gamma_1}{\gamma_i} = 0.5$ and $D_h = \frac{T_a}{\gamma_i} = 25$.

For active particles, their positions at $t = 0$ are taken as $x_h(0) = 0$ and $x_c(0) = 0$. Other parameters are $\lambda_a = 1.0$, $\gamma_h = 1.0$ and $k_0 = 1$. All the parameters are with their respective units given in Table 1.

C Fourier transform of the response function and autocorrelation

Taking the Fourier transform of eqn (1a)–(1c) defined as $\tilde{\chi}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx e^{-i\omega x} \chi(t)$, one obtains the coupled equations

$$
-i\omega \tilde{\chi}(\omega) = -\tilde{\chi}(\omega) - \sum_{i=1}^{N_a} k_i \tilde{\chi}(\omega) - \tilde{\chi}_h(\omega) + \tilde{\chi}_c(\omega) + \tilde{\eta}_h(\omega),
$$

$$
-i\omega \tilde{\chi}_c(\omega) = -\tilde{\chi}_c(\omega) + \tilde{\chi}_h(\omega) + \tilde{\eta}_c(\omega).
$$

(52)

Rearranging the terms yields $\tilde{\chi}_e(\omega) = k_0 \frac{\tilde{\chi}(\omega)}{k_0 - i\omega} + \tilde{\eta}_h(\omega)$ and $\tilde{\chi}_c(\omega) = k_0 \frac{\tilde{\chi}_c(\omega)}{k_0 - i\omega} + \tilde{\eta}_c(\omega)$. With the use of $\tilde{\chi}_h(\omega)$ and $\tilde{\chi}_c(\omega)$, it further reduces to

$$
\tilde{\chi}_c(\omega) = \frac{\tilde{\eta}_c(\omega)}{k_0 - i\omega} + \tilde{\eta}_c(\omega).
$$

(55)

The solution of $\chi(t)$ in Fourier domain can thus be recast as

$$
\tilde{\chi}(\omega) = \frac{\tilde{\eta}_h(\omega)}{k_0 - i\omega} + \tilde{\eta}_h(\omega) + \tilde{\eta}_c(\omega).
$$

(56)

For the thermal noise, the Fourier transform of autocorrelation can be computed as

$$
\langle \tilde{\eta}(\omega) \tilde{\eta}(\omega') \rangle = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 e^{i\omega t_1} \langle \eta(t_1) \eta(t_2) \rangle = 2D_\eta \delta(\omega + \omega').
$$

(57)

To find the response function in Fourier domain, one can use eqn (56) and write the change in position as $\langle \tilde{\chi}(\omega) \rangle_t = \langle \tilde{\chi}(\omega) \rangle_0 + \langle \tilde{\chi}_e(\omega) \rangle_0 + \langle \tilde{\chi}_c(\omega) \rangle_0$, where the Fourier transform of the response function is given by

$$
\tilde{\chi}(\omega) = \frac{\tilde{\eta}_h(\omega)}{k_0 - i\omega} + \frac{\tilde{\eta}_c(\omega)}{k_0 - i\omega} + \frac{k_0 \tilde{\eta}_h(\omega)}{k_0 - i\omega} + \frac{\tilde{\eta}_c(\omega)}{k_0 - i\omega} + \frac{k_0 \tilde{\eta}_h(\omega)}{k_0 - i\omega} + \frac{\tilde{\eta}_c(\omega)}{k_0 - i\omega}.
$$

(58)

For the case when the active particles are modelled as the AOPs (model II), the Fourier transform of the noise correlation for the active forces given in eqn (5a) and (5b) can be found to be $\langle \tilde{\eta}_h(\omega) \tilde{\eta}_c(-\omega) \rangle = \frac{D_j}{\tau_j} \frac{2\tau_j}{1 + \omega^2 \tau_j^2}$, where $j = h, c$. Therefore, the positional autocorrelation function given in eqn (57) can be
calculated for model II, and it reads
\[
\tilde{S}_{\chi\chi}(\omega) = \frac{2N_k c^2 D_h}{I(\omega) I(-\omega)} \frac{1}{1 + \omega^2 \tau_h^2} + \frac{2N_k c^2 D_c}{I(\omega) I(-\omega)} \frac{1}{1 + \omega^2 \tau_c^2} + 2D_\eta \frac{k_0^2 + \omega^2}{I(\omega) I(-\omega)}
\]
(59)

Taking \( \tau_h \to 0 \) and \( \tau_c \to 0 \) in the above equation, one can recover the autocorrelation function for model I, and the result is
\[
\tilde{S}_{\chi\chi}(\omega) = \frac{2N_k c^2 D_h}{I(\omega) I(-\omega)} \frac{1}{1 + \omega^2 \tau_h^2} + \frac{2N_k c^2 D_c}{I(\omega) I(-\omega)} \frac{1}{1 + \omega^2 \tau_c^2} + 2D_\eta \frac{k_0^2 + \omega^2}{I(\omega) I(-\omega)}
\]
(60)

For the MOUP case as discussed at the end of Section 2.1.2, \( \tilde{S}_{\chi\chi}(\omega) \) can be calculated from eqn (59) in a straightforward manner just by replacing \( D_h \) and \( D_c \) with \( G_h \tau_h \) and \( G_c \tau_c \), respectively. So the autocorrelation function for the MOUP case is given by
\[
\tilde{S}_{\chi\chi}(\omega) = \frac{2N_k c^2 G_h}{I(\omega) I(-\omega)} \frac{\tau_h}{1 + \omega^2 \tau_h^2} + \frac{2N_k c^2 G_c}{I(\omega) I(-\omega)} \frac{\tau_c}{1 + \omega^2 \tau_c^2} + 2D_\eta \frac{k_0^2 + \omega^2}{I(\omega) I(-\omega)}
\]
(61)
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