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We develop a mathematical model considering a random walker with long-range hops on arbitrary graphs.
The random multi-hopper can jump to any node of the graph from an initial position, with a probability
that decays as a function of the shortest-path distance between the two nodes in the graph. We consider
here two decaying functions in the form of Laplace and Mellin transforms of the shortest-path distances.
We prove that when the parameters of these transforms approach zero asymptotically, the hitting time
in the multi-hopper approaches the minimum possible value for a normal random walker. We show by
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computational experiments that the multi-hopper explores a graph with clusters or skewed degree distribu-
tions more efficiently than a normal random walker. We provide computational evidences of the advantages
of the random multi-hopper model with respect to the normal random walk by studying deterministic,
random and real-world networks.

1. Introduction

Many of the complex systems existing in the real world are better represented as a network than as a
continuous system. This includes ecological and biomolecular, social and economical as well as infras-
tructural and technological networks [1]. The use of random walk models in these systems also provides
a large variety of possibilities ranging from the analysis of the diffusion of information and navigability
on these networks to the exploration of their structures to detect their fine-grained organization [2, 3].
From a mathematical point of view, these networks are nothing but graphs, and we will use both terms
interchangeably here with preference for the term network in case a real-world system is represented. The
first work exploring the use of random walks on graphs is credited to Pélya (1921), who was walking in
a park and crossed the same couple very often, leading him to consider recurrence relations for random
walks [4].

In the mid 1990s, the group of Senft and Ehrlich [5] observed experimentally the self-diffusion of
weakly bounded Pd atoms. They observed significant contributions to the thermodynamical properties of
the system from jumps spanning second and third nearest-neighbours in the metallic surface, which can
be considered as a regular lattice. Then, in 1997 the group of Linderoth et al. [6] observed experimentally
that for the self-diffusion of Pt atoms on Pt(110) surface the jumps from non-nearest neighbours also
contribute to the diffusion. Even more surprising were the results of the same group, when they studied the
diffusion of two large organic molecules on the Cu(110) surface. In this case, using scanning tunnelling
microscopy, it was observed that long jumps play a dominating role in the diffusion of the two organic
molecules, with root-mean-square jump length as large as 3.9 and 6.8 lattice spacings [7]. Since then the
role of long-jumps in adatom and molecules diffusing on metallic surfaces has been both theoretically
and experimentally confirmed in many different systems [8, 9]. Due to this experimental evidence, some
attempts were made to consider long-range jumps in the diffusion of a particle on a regular lattice. The
first of them was the paper entitled Lattice walks by long jumps by Wrigley et al. [10]. Other works have
considered that the space in which the diffusion takes place is continuous, and then applied a random-
walk model with Lévy flights to model these long-range effects (see below). However, the development
of a general multi-hopper model, in which a random walker hops to any node of a general graph with
probabilities that depends on the distance separating the corresponding nodes is still missing in the
literature. Apart from the physical scenarios related to the diffusion of adatoms and admolecules on
metallic surface, long-range jumps on graphs are of a general interest. For instance, in social networks
one can take advantage of the full or partial knowledge of the network beyond first acquaintances to
diffuse information in a swifter way than can be done by the traditional nearest-neighbour only strategy.
In exploring technological and infrastructural networks we can exploit our knowledge of the topology of
the network to jump from a position to non-nearest-neighbours in such a way that the whole system can
be explored in shorter time.

In 2012, two groups published independently models that are designed to account for all potential
long jumps that a random walker can take on a graph. In one of these papers Mateos and Riascos [11]
proposed a random walk model with jumps that can go to a non-nearest neighbour with a probability that
decays as a power-law of the shortest-path distance separating the two nodes (all formal definitions are
done in the Preliminaries section of this paper). In the other work, Estrada [12] generalized the concept
of graph Laplacian by introducing the k-path Laplacians, which were then plugged into a generalized
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384 E. ESTRADA ET AL.

diffusion equation to study the influence of long-range jumps on diffusive processes on graphs. While
the first paper provides a probabilistic approach to the problem, the second one provides the algebraic
tools needed for its generalization and mathematical formalization.

In this work, we will consider the generalized formulation of a random walk model with long-range
jumps that decay as a function—not necessarily a power-law—of the shortest path distance between the
nodes. We propose to call this model the random multi-hopper (RMH). We proceed by using the random
walk—electrical networks connection discovered by Doyle in order to formulate mathematically the RMH
model and some of its main parameters, namely the hitting and commute times. We prove analytically
here that for certain asymptotic values of the parameters of the model, the average hitting time of the
random walker is the smallest possible for a classical random walker. We study here some deterministic
graphs for which some extremal properties of random walks are known, such as lollipop, barbell and path
graphs. Then, we move to the analysis of random networks, in particular we explore here the Erd6s—Rényi
and the Barabdsi—Albert models. We finally study a real-world network representing the power grid of
the western USA. In all cases, we compare the RMH with the normal random-walk (NRW) model, and
conclude that the multi-hopper overcomes several of the difficulties that a normal random walker has to
explore a graph. In particular, the multi-hopper explores more efficiently graphs with clusters of highly
interconnected nodes as well as graphs with very skewed degree distributions, when compared with the
normal random walker. These characteristics which are omnipresent in real-world networks make the
RMH an excellent choice for transport and search on complex systems.

2. Preliminaries

We introduce in this section some definitions and properties associated with random walks on graphs
and define the notation used throughout the work. A graph G = (V,E) is defined by a set of n nodes
(vertices) V and a set of m edges E = {(u,v)|u,v € V} between the nodes. All the graphs considered
in this work are finite, undirected, simple, without self-loops, and connected. A path of length k in G is
a sequence of different nodes uy, u, . . ., Uy, 41 such that for all 1 <1 < k, (4, u;1) € E. The length
of a shortest path between two nodes i and j constitutes a distance function, here designated by d (i, ),
which is known as the shortest-path distance between the nodes i and j. Let A = (ay), be the adjacency
matrix of the graph where a;; = 1 if and only if (i, /) € E and it is zero otherwise. The degree of the node
i is the number of nodes adjacent to it and it is designated here by & (i).

A random walk on the graph is a random sequence of vertices generated as follows. Given a starting
vertex i we select a neighbour j at random, and move to this neighbour. Then we select a neighbour
of j at random, and move to it, and so on [13, 14]. This sequence of random nodes v, : ¢t = 0, 1,...isa
Markov chain, and it has probability distribution

P (@) =Pr (v, = g). 2.1

The transition probability matrix is P = (p,-j) ijev whose entries are given by

8
Pij =7 (2.2)

i

where k; is the degree of the node i, and §;; is the Kronecker delta.
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Let K be the diagonal matrix whose entries K;; = k; and let P = K~'A. Then, the vector containing
the probability of finding the walker at a given node of the graph at time ¢ is

p. = (P") po, (2.3)

where T represents the transpose of the matrix and p, is the initial probability distribution.

The following are important parameters of the random walk on a graph which are of direct utility in
the current work. For a random walk starting at the node i, the expected number of steps before it reaches
node j is known as the hitting time and it is designated by H (i,j). The expected number of steps of a
random walk starting at node i to visit node j and then return to node i again is known as the commute
time, and it is designated by « (i,j). Both quantities are related by:

K (i) = H (i) + H (j, ). 2.4

3. RMH model
3.1 Intuition of the model

In the normal random walk in a graph, the random walker makes steps of length one—in terms of the
number of edges travelled—and after each step she throws again the dice to decide where to move. This
is reminiscent of a drunkard that does not remember where her home is, and so she stops at every junction
that she finds and takes the decision of where to go next in a random way.

Let us now suppose the existence of a random walker who does not necessarily stops at a nearest
neighbour of her current position. That is, suppose that the random walker placed at the node i of the graph
selects any node ¢ of the graph to which she wants to move. Let us consider that the shortest path distance
betweeniand gisd (i,q). If d (i,q) > 1 the random walker will not stop at any of the intermediate nodes
between i and ¢, but she will go directly to that node. This would correspond to a drunkard that thinks
she remembers where her home is, then walks a few blocks without stopping at any junction, until she
arrives at a given point where she realizes she is lost. Then, she repeats the process again. Therefore, the
movements of the drunkard are modelled by a graph, the edges of which are shortest paths of various
lengths of the original graph G, and the probability for the random walker to jump straight from node i
to node ¢ is proportional to a certain weight a (i, g), which is a function of the distance d (i, ¢) in G. As
examples of decaying functions of the shortest path distance, we mention a (i,q) = exp (—!-d (i, q)),
a(i,q) = d@,q) " and a(i,q) = z7%9, for ] > 0, s > 0, and z > 1, respectively. Hereafter, we
will consider the first two for the analysis, called respectively the Laplace transform case and the Mellin
transform case, by analogy with these transforms.

As a matter of example let us consider the one-dimensional case consisting of a linear chain of five
nodes labelled as 1—2—3—4—S5. Let us consider that the attractiveness of a given node from its current
position is given by a (i,q) = exp (—0.5 - d (i, g)). If the drunkard is placed at the Node 1 she has the
following probabilities of having a walk of length 1, 2, 3 or 4: 0.46, 0.28, 0.18 and 0.10, respectively.
That is, the probability that she still stops at the nearest node from his current position is higher than that
for the rest of nodes, but the last ones are not zero like in the classical random walk. If the attractiveness
of the farthest nodes is dramatically reduced, the probabilities approach those of the classical random
walker. For instance if a (i,q) = exp (=5 - d (i, q)). the probabilities of having a walk of length 1, 2, 3
or 4 are: 0.9933, 0.0067, 0.000 and 0.000, respectively. For A = 10, we completely recover the classical
random walk model with probabilities: 1, 0, 0 and O for the walks of length 1, 2, 3 and 4, respectively.
This clearly indicates that the current model is a generalization of the classical random walk model in

Downl oaded from https://academ c. oup. coml commet/articl e-abstract/6/3/382/4283019

by guest
on 11 June 2018



386 E. ESTRADA ET AL.

which the random walker is allowed with certain probability of travelling to a non-nearest neighbour of
his current position.

3.2 Mathematical formulation

Let G = (V,E) be a simple, undirected graph without self-loops. Let d,,,, be the graph diameter, that
is, the maximum shortest path distance in the graph. Let us now define the d-path adjacency matrix
(d < d,ax), denoted by Ay, of a connected graph of n nodes as the square, symmetric, # x n matrix whose
entries are:

1 ifdy =d,

Aq (i) = { 0 otherwise, o

where dj; is the shortest path distance, that is, the number of edges in the shortest path connecting the
nodes i and j.
The d-path degree of the node i is given by [11, 12]

ka (i) = (17Ag), (3.2)

the symbol for the all-ones vector should simply be a bold 1 is an all-ones column vector.
Let us now consider the following transformed k-path adjacency matrices [12]:

dmax

AT =" A (3.3)
k=1
where 7 indicates the type of transformation, for instance ¢ ™' = d~* for s > 0 is the Mellin transform
and ¢~ = exp (—I - k) for [ > 0 is the Laplace transform.

Let us define the generalized degree of a given node as

kT (i) = (;m), (3.4)

1

Now we define the probability that a particle staying at node i hops to the node j as
P" (i) = AT (i.)) /K" (D). (3.5)

Notice that if do not consider any long-range interaction, then A" = A and P i) = 1/k @), if
(i,j) € E and zero otherwise, where k (i) is the degree of the node. That is, we recover the classical
random walk probability. .

Let us denote by K® the diagonal matrix with K* (i,i) = k (i) and let us define the matrix pr =

A\l A
(K T) A". Then, the evolution equation ruling the states of the walker at a given time step is given by

Pt = (f’I)Tpt- (3.6)
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3.3 k-path Laplacians, hitting and commute times

In a similar way as the Laplacian matrix for a graph, we define the Laplacian matrix corresponding to
(3.3). That is,

L =k" -4, (3.7)

where K* is the diagonal matrix of generalized degree k* (i) defined in (3.4) and A" is the generalized
adjacency matrix defined in (3.3). This is the Laplacian of the graph G7, the (weighted) adjacency matrix
of which is A*. As a result, this generalized Laplacian L is positive semi-definite.

The graph G* can be seen as a network of resistances, with the entry of A* representing the conductance
(inverse resistance) of the connection between two nodes. By assuming that an electric current is flowing
through the network G’ by entering at the node i and leaving at the node j we can calculate the effective
resistance between these two nodes as follows:

Q7 (1)) = L7 i) + L7 (o) = 2£7 (i.))s (3.8)

where £ is the Moore—Penrose pseudo-inverse of the generalized Laplacian matrix. It is well known
that the analogous of this effective resistance for the simple graph is a distance between the corresponding
pair of nodes. It is straightforward to show that this is also the case here and we will call Q (i, Jj) the
generalized effective resistance between the nodes i and j in a graph.

The sum of all resistance distances in a graph is known as the Kirkkoff index of the graph. In the
context of the multi-hopper model it can be defined in a similar way as

T NT /0 1 St
Q= Z.Q (i) = 51%2 1. (3.9)
i<j
Then, an extension of a result obtained by Nash-Williams [15] and by Chandra et al. [16] allow us

to calculate the commute and hitting times based on the generalized resistance distance. That is, the
commute time between the corresponding nodes is given by:

R7(i,)) = vol (G7) 27 (i, )), (3.10)

where vol (G7) is the sum of all the weights of the edges of G* (see for instance [17]).
Using the scaled generalized fundamental matrix (SGFM) (see [18, 19]), we can express the hitting
and commute times in matrix form as

A =1 [diag (Zr")]T _ 7, G.11)

R =1 [diag (ZTI)]T + [diag (Zf")] 1 — 77, (3.12)

where Z is just the SGFM for the graph G".

Downl oaded from https://academ c. oup. coml commet/articl e-abstract/6/3/382/4283019

by guest
on 11 June 2018



388 E. ESTRADA ET AL.

The expected commute time averaged over all pairs of nodes can be easily obtained from the multi-
hopper Kirchhoff index as

AT\ 4(1TWT) AT
(er) = —— =) e (3.13)

where w’ is the vector containing the weight of each edge in the graph G*.
In a similar way we can obtain the expected hitting time averaged over all pairs of nodes

. 2(17w") .
(Hf> S Ao L) (3.14)
nn—1)

In order to understand the mechanism behind the efficiency of the multi-hopper random walker to
explore networks, it is important to relate the structure of the network with dynamical quantities. In
the following part we study the stationary probability distribution and the mean-first return time and its
relation with the distances in the network.

The stationary probability distribution vector 7, is obtained in Equation (??):

~

A1
7t = ———. (3.15)
17471
Taking into account the definition of the matrix IST, we obtain for the elements 77 (i) withi = 1,2,...,n
of the stationary probability distribution:
k™ (@)
() = =——- (3.16)
2 k()
In this way, we obtain for the Mellin transformation with parameter s:
T=Mel /: . . 1 . 1 . l
k @)=k +k (z)§+k3 (z)§—|-...+kdmax @ T (3.17)
and the Laplace transformation with parameter /:
t=Lapl /» . . 1 . 1 . 1 1
k p(l): k(l)—i—kg(l)—]—i-kg (1)7++kdm(u (l)m e (3.18)
e e e!(@max e

The stationary probability distribution in Equation (3.16) determines the probability to find the random
walker at the node i in the limit ¢ large. Expressions (3.17) and (3.18) allow to identify how the structure
of the networks and the long-range strategy controlled by the parameters s or / combine in order to
change the stationary probability distribution. In the limit of s,/ — oo the long-range contribution is
null and the result 7 (i) = ﬁ for the normal random walker is recovered. On the other hand, when
s, — 0, the dynamics includés, in the same proportion, contributions of neighbours, second-, third-,...,
and d,,,,-nearest neighbours. In the limit, the stationary probability distribution is the same for all the
nodes and 7 (i) = 1/n.
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4. On the hitting time in the RMH model

The most important result of this work is related to the average hitting time of the RMH walk when the
parameters of the corresponding transforms tends to zero.

LEMMA 1 Let us consider the transformed k-path adjacency matrices:

dmﬂx
AT = ZC;Ad, 4.1)
=1
with ¢7™¢' = ¢~ fors > Oand ¢, = exp (—[ - d) for [ > 0. Then, whens — 0 or/ — 0 the average

hitting time <H T> (n — 1), independently of the topology of the graph, which is the minimum for any
graph of n nodes.

Proof. First, let G, be any connected, simple graphs with n nodes. Then, <ﬁ (Gn)) < (I:I (K,,)> =n—1,
with equality if and only if G, = K,,, where K, is the complete graph with n nodes (see [20] for a couple
of proofs). Then, when s — 0 or / — 0 we have that AMell (j iy > | and AL“‘pl (i,j) — 1, respectively.
This means that A (i,j) = 1Vi #jand AT (i,j) = 0 Vi = j. In other words, AT =117 — I, which is the
adjacency matrix of the complete graph K,,. In closing, when s — 0 or [ — 0, A" — A (K,). As it has
been previously proved (H (K,)) = n — 1, which proves the result. g

At first sight the result may seem trivial. We replace the graph by a weighted complete graph, thus the
hitting time should be simply that of a weighted complete graph. The problem is however that the weights
that every edge in this complete graph receives depends of the structure of the original graph G. Then,
only at the point when s = 0 or [ = 0 the results coincide with those of the complete graph. However,
neither the rate of decay of the hitting time as s — 0 or/ — 0, nor its specific value at any specific value of
s or [ are trivial and they strongly depend on the topology of the graph. To give an illustrative example we
consider here six different graphs with the same size n = 100. There are a barbell graph B (100, 33, 33),
the path Py, the cycle Co, the square lattice 10 x 10, the triangular lattice 10 x 10 and the star graph
S199. A barbell graph B (n, ki, k;) is a graph with n nodes and two cliques of sizes k; and k,, connected
by a path consisting of the remaining nodes. In Fig. 1, we illustrate the results for the hitting time as a
function of the parameters s (left panel) and / (right panel) in the Mellin and Laplace transforms defined
before, respectively. As can be seen in both cases the rate of convergence to the smallest hitting time of all
these graphs is significantly different from one structure to another. The case of the star is easy to analyse
as it is formed only by shortest paths of length one and two. Thus its convergence to the best hitting time
is very fast. The worst rate followed by the path and then the cycle. However, the largest diameter among
these three graphs is not the one of the barbell graph but that of the path, which indicates that not only
the lengths of the shortest paths involved influence this rate of convergence of the hitting time in general
graphs (we will consider the barbell graphs later on this work). The square and triangular lattices show
almost identical convergence rates although they also display different shortest-path structures. More
important is to consider a specific value of the hitting time at a given value of s or /. Let us consider for
instance s = 2 and [ = 2. In this case, the barbell graph displays a hitting time 50 times larger than that
of the square and triangular lattices in the Mellin transform or 150 times larger in the case of the Laplace
transform. All of this shows that the consideration of a RMH in graphs is far from the trivial replacement
of a graph by a weighted complete graph.

Downl oaded from https://academ c. oup. coml commet/articl e-abstract/6/3/382/4283019

by guest
on 11 June 2018



390 E. ESTRADA ET AL.

(a) Mellin (b) Exponential

Hitting time
Hitting time

— Barbell graph --- Cycle ==+ Triangular lattice
-~ Path — Square lattice --- Star

FiG. 1. Change of the average hitting time in a series of graphs with the same size n = 100 as a function of the parameters s and /
of the Melling (a) and Laplace (b) transforms, respectively.

5. Deterministic graphs

In this section, we study some of the properties of the multi-hopper model for some classes of graphs
which have deterministic structure. We study the average hitting time of all 11, 117 connected graphs
with 8 nodes. The average hitting time has mean 10.036 & 1.932 for all the graphs with n = 8, with a
maximum value of 21.071. These values converge quickly to n — 1 as soon as s,/ — 0. For instance
for s = 0.5 the mean of the average hitting time is already 7.062 £ 0.024, and this value drops up to
7.00253£0.00096 for s = 0.1. The situation is very similar for / — 0, and the mean of the average hitting
time is 7.0037 £ 0.0045 for / = 0.1 and 7.000072 + 4.67 - 1072 for [ = 0.01. In the next subsection, we
study some specific families of graphs which frequently appear in bounds for the hitting and commute
times in graphs.

5.1 Lollipop and barbell graphs

The first classes of graphs that we study here are the so-called lollipop and barbell graphs. The lollipop
graphs appear in many extremal properties related to random walks on graphs. In 1990, Brightwell and
Winkler [21] proved that the hitting time between a pair of nodes i and j in a graph is maximum for

2
the lollipop graph L (n, L%J) consisting of a clique of \\?HJ nodes including i to which a path on the

remaining nodes, ending in j, is attached. The same graph was found by Jonasson as the one containing
the pair of nodes maximizing the commute time among all graphs [22]. Here we consider lollipop graphs
L (n L%J) and L (n LZ%J ) , which have appeared already in the previous section and the symmetric barbell
graphs B (n, |4, |%]). We want to remark that these graphs are not necessarily the extremal ones for
the hitting time as discussed in the previous section but they can be considered as representative of their
classes.

We observe that the three graphs display (H) ~ an® for the normal random walk. The coefficients a
obtained by using nonlinear fitting of the hitting times with n are: a ~ 0.01387 for L (n, HJ)’ a~0.0179
for B(n, [%].|%]) and a ~ 0.01928 for L (n, | %]).

We then study the variation of the parameters s and / in the Mellin and Laplace transforms of the
multi-hopper model for the three graphs previously studied. In Fig. (2), we illustrate the results of these
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FIG. 2. Hitting time as a function of the parameter s for the Mellin (left) and the Laplace (right) transforms in lollipops L (n, L%J)
(blue squares), L (n, |_2%J) (red circles) and barbell B (n, |_’3—‘J R L%J) (yellow triangles) graphs for n = 999. In the inset panels, we
zoom the plot for the region 1.8 < s < 2.3 and 0.01 <[ < 1, respectively.

calculations. An important aspect to remark at this point are the obvious differences between the use
of the Mellin and Laplace transforms in the multi-hopper model. First, it is easily observed that the
Mellin transform produces a faster decay of the average hitting time than the Laplace one for the three
graphs. For instance the 50% reduction in the average hitting time of the three graphs occurs for values
of 3.5 < s < 4.0 for the Mellin transform, but it happens for 1.5 < I < 2.0 for the Laplace. This implies
that the Laplace transform converges to average hitting time of n — 1 at much smaller values than the
Mellin transform. The second important difference is observed in the insets of Fig. (2). For the Laplace-
transformed multi-hopper, the lollipop graph L (n, | 4 |) always has the largest value of the average hitting
time at any value of / among the three graphs studied. However, for the Mellin-transformed case, the
lollipop graph L (n, ng) has the largest hitting time for large values of s, but for s < 2.1 the lollipop
graph L (n, |_2§J) is the one with the largest value of the average hitting time (see the crossing in the
inset of Fig. 2). This confirms the complexity of the analysis of the extremal graphs for the multi-hopper
model as we have hinted at in the previous section.

We now concentrate on the variation of the average hitting time with the number of nodes in the
lollipop L (n, | 2 ]) for different values of the parameters s and [ (Fig. 3). For the Mellin transformed
multi-hopper model with a fixed value of the exponent s, the average hitting time is always a power-law
of the number of nodes: <I:IMel (s)> ~ an”, where y — 3 when s — oo and y — 1 when s — 0. For
instance, y = 2.831 fors = 3; y = 2.129 fors = 2; ¥y = 1.772 fors = 1; y = 1.291 for s = 0.5;
y = 1.011 for s = 0.1. The situation is quite similar for the Laplace transformed multi-hopper model.
This observation indicates that for small values of the parameters s and / the average hitting time changes
linearly with the number of nodes. This important observation is repeated for every family of graphs as
we will see in further sections of this work.

We then study the variation of the average hitting time with the number of nodes for the lollipop

L (n,|%]) for 0.001 < s < 0.05 and obtain the linear dependence of the type: <I:1M (G), s) ~ an + .

Downl oaded from https://academ c. oup. coml commet/articl e-abstract/6/3/382/4283019

by guest
on 11 June 2018



392 E. ESTRADA ET AL.

108 .
“—NRW 00
——NRW
7 —o—|=1
10°F 1=0.
107 F|-+1=0.01
—+1=0.001 .
10°
108
[0}
£ 10°F )
= £
2 510"
£ c
T 0% =
. T
104
103,
10%F
102,
‘ s 102
10’
10° 10° 152 163
Number of nodes Number of nodes

FIG. 3. Average hitting times for the RMH model with Mellin (left) and Laplace (right) transforms in the lollipop graph L (n I_% J)
as a function of the number of nodes # in the graph.

Using these linear fits, we can estimate the critical number of nodes n. below which (n — 1) <
<I:IM (L (n, |_23—"J)),s> < n for a given value of the parameter s. Clearly, n, < 1L However, we can
a

simplify this expression by observing that 8 < —1 and that « ~ 1 + 2.751s2. Then,

< ———.5 <005 5.1
e=575127"° -1

The values of the critical number of nodes are given in the Supplementary Information, which range
from 145 for s = 0.05 to 363,504 for s = 0.01. This means, for instance, that any lollipop L (n, | 2 |)
having less than 58,160 nodes will display an average hitting time bounded between n — 1 and n in the
RMH model with a Mellin transform and parameter s < 0.0025. The previous inequality can also be
used in the other way around, namely in order to estimate what is the value of s that should be used such

that a lollipop L (1, | % |) has average hitting time bounded as (n — 1) < <I:IM (L(n [2])). s> < n. For
instance, if we would like to know the value of s for which any graph with less than 100,000 nodes has
hitting time below n — 1, we use

1
§ > ———,5 < 0.05, 5.2
T W2.751n, ©2)

and obtain s &~ 0.0019. We can extrapolate here to roughly estimate the value of s for which any lollipop
L (n, L%J) with less than 1 million nodes has hitting time bounded as before. This estimation gives a
value of 5 < 0.0006.

The importance of the previous investigation is the following. Currently, we do not know what are the
graphs with the largest value of the average hitting time among all the graphs with n nodes. However, we
have strong intuition and evidence that it should be either a lollipop or a barbell graph. For these graphs,
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the average hitting time is of the order n* for the NRW. Then, we can use the previous values obtained
for the lollipop L (n, I_%J) as rough indications of the worse-case scenarios that can be expected for any
graph. In other words, if we consider a graph of any structure having 1 million nodes we should expect
that its average hitting time is bounded below 7 for s < 0.0006. We will see that for the case of real-world
networks, these values of s are order of magnitude overestimated due to the fact that the structure of these
graphs make the average hitting time drops order of magnitude in relation to this upper bound. A first
flavour of these differences is obtained by the analysis of random graphs in the next section of this work.

5.1.1 Time evolution In this section, we are not interested in a detailed description of the time evolution
of the random walker or the multi-hopper in the lollipop or barbell graphs. We rather will make a compar-
ison between the evolution of them at different times in such a way that we remark the main difference
between the two models. Consequently we consider a lollipop L (n, | % |) and a barbell B (n, | 2], |%])
graph, both with n = 999 nodes. In both cases we place the random walker at a node of one of the two
cliques. This node is selected not to be the one attached to the path. Let any node in a clique in the lollipop
(respectively, a clique in the barbell) which is not the one connected to the path be designated as the node
i. Let the end point of the path be named j. We remark that the node j does not belong to the clique.
Let the node connecting the clique to which i belongs and the path be designated as k. Then, we have
placed the random walker and the multi-hopper at the node i of the lollipop and the barbell and explore
the probability at each node after different times. using

p = (ISM“‘T)T Po, (5.3)

where PMT s the transpose of PMe!,

As can be seen in the Fig. (4), the classical random walker spends most of its time in the clique of
the graphs, taking on average L%J — 1 steps to visit the node k in the lollipop and L’;’J — 1 to visit it in
the barbell. Once the walker visits the node k she can walk to the node j only with probability 1/ | % |
in the lollipop and 1/ |_§J in the barbell graph. Then it can be seen in the Fig. (4) that for times as large
as t = 10° the random walker is still stuck in the clique of the lollipop graph. In the case of the barbell
when 1 = 10° the walker has visited only the nodes of the clique in which she started and when ¢ = 10°
she starts to visit the nodes of the other clique.

On the other hand, the RMH has a non-zero probability of escaping directly from the clique. As can
be seen in the right panels of the Fig. (4) even for the small time t = 50 the multi-hopper with Mellin
transform has already visited all the nodes of the graphs. For this short time, however, the multi-hopper
with Laplace transform has visited all the nodes of the cliques plus the initial nodes of the path, but she
has not arrived yet at the node j. For time t = 1000 the multi-hopper with Mellin transform is already in
the stationary state and the one with Laplace transform has already visited all the nodes of the graphs. At
t = 10° the multi-hopper has reached the stationary state for both transforms. This significant difference
with the classical RW is due to the fact that the RMH is not trapped in the cliques due to the fact that
she can go directly from i to any node of the graph with a probability that decays as a function of the
distance from i. Then, the first few nodes of the path are frequently visited by the multi-hopper as they
are at relatively short distances from the node i. Once the multi-hopper reached these nodes, she can visit
the extreme nodes of the graphs in an easier way, overtaking the classical RW even for relatively short
times. The way in which a RMH is propagated through a path is analysed in the next subsection of this
work.
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FIG. 4. Probability distribution at the different nodes of a lollipop L (n, \_%J) (top) and barbell B (n L%J s L%J) (bottom) graph
with n = 999 nodes. Classical random walk (blue solid line) and the multi-hopper using the Mellin transform with s = 1 (red
broken line) and using the Laplace transform with / = 0.1 (red dotted line). The evolution of the probabilities is shown at three
different times for a random walk starting at node i (see text) at t = 50 (left), t = 1000 (centre) and t = 100 (right).

5.2 Path graphs

Another interesting graph to consider is the path P,. As proved by Palacios [20], this graph has the
maximum sum of all effective resistances among all pairs of nodes, i.e., the maximum Kirchhoff index.
For the normal RW, Palacios proved that Q,,, ~ 1. Because the number of edges in P, is n — 1 we easily
get that (H (P,)) ~ n®. In Fig. 5, we illustrate the evolution of the probabilities of being at a given node
of the path of 1000 nodes labelled in consecutive order from 1 to 1000, in which we have placed the
random walker at the node 1. As can be seen in the Fig. (5) ¢+ = 500 (left), the classical random walker
has visited only the first 100 nodes of the path while the RMHs for both transforms have already visited
all the nodes. As the time increases, the RMH model gives almost identical probabilities of finding the
walker at any node of the path, but the classical random walker still shows close to zero probability of
finding the walker at the other side of the path for times as large as ¢t = 5000 (see right plots in the
Fig. 5).

As in the previous subsection, we study here the influence of the graph size on the hitting time in
paths for both the Mellin and Laplace transforms. In particular, we compare both transformations in the
multi-hopper random walk with the classical one for the path graph with 100 < n < 1000. As expected
the average hitting time in the classical random walk follows a quadratic dependence with the number
of nodes, (H;) ~ 0.3333n2. However, for the multi-hopper one it follows power-laws with exponent
smaller than 2. For instance, for the dependence is of the form (H;) ~ an®, with parameters given in the
Supplementary Information.
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FIG. 5. Probabilities of finding the random walker at a given node of Pjgg at ¢t = 500 (left), # = 1000 (centre) and ¢t = 5000 (right)
for the classical (blue solid line) and multi-hopper random walk model with Mellin transform with parameter s = 2 and with the
Laplace transform with parameter [ = 0.1.

The most interesting thing here is that as for the barbell and lollipop graphs the average hitting time
of paths also increases linearly with the number of nodes for relatively small values of the parameters s
and [ as can be seen in Supplementary Fig. S1 accompanying this article.

5.3 Some remarks

It is intuitive to think that the average shortest-path distance plays a fundamental role in explaining the
average hitting time of graphs in the normal RW model. Then, because we allow for long-range jumps
in the multi-hopper model we would intuitively expect that such influence of the shortest-path distance
is diminished in this model. However, one important thing that we have learned from the analysis of
the lollipop, barbell and path graphs is the following. Although the average shortest path distance plays
some role in the determination of the average hitting times, it is the existence of large, relatively isolated,
clusters which plays the major role. That is, although a path graph has the largest possible average shortest
path distance of any graph with n nodes (the average shortest path length is equal to (n + 1)/3), it has
an average hitting time one order of magnitude smaller than the lollipop and barbell graphs, which have
comparably small average shortest path distances—particularly the ones analyzed in this section. This
role of large clusters in graphs, which we discussed in this section, is a great importance for the analysis
of real-world networks. Although these networks have relatively small average shortest-path distance due
to their small-world properties, they contain many communities—clusters of tightly connected nodes,
which are poorly connected between each other—which resemble the extremal situation of barbell and
lollipop graphs.

6. Random graphs

In this section, we explore the multi-hopper model for two types of random networks: Barabdsi—Albert
(BA) [23] and Erd6s—Rényi (ER) [24] types. We use the exact result obtained for the expected hitting
time averaged over all pairs of nodes <I:I,> in Equation (3.19).

The analysis of the BA and ER random networks shows that the hitting time increases linearly with the
number of nodes in the graph (see Supplementary Figures). In all cases, the use of the Mellin transform

in the multi-hopper reduces the slope of the linear fits <I§h> ~ an + b (see Supplementary Information
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FIG. 6. Influence of the degree distribution on the average hitting time for random networks with n = 2000 nodes. (a) Barabasi-
Albert (BA) network, (b) connected Erdds-Rényi (ER) networks with probability p = log(n)/n. We plot the results for the hitting
time as a function of the parameter / for the Laplace transform and s for the Mellin transformation. We depict, with dashed lines,
the results for the normal random walk (NRW) and n — 1 obtained for a complete graph.

for the parameters a and b) expressing the dependence of the hitting time with the number of nodes.
Thus, we found that in general, using the long-range strategies, the resulting random walker reaches
more efficiently any site on the network in comparison with the normal random walk.

In Fig. 6, we fixed the number of nodes to n = 2000 in ER and BA networks and we calculate
the average hitting time as a function of the parameters / and s for the Laplace and Mellin transform,
respectively. The results confirm previous findings [11] that in the limit for /, s — 0 the hitting times reach
the value n — 1. However, for parameters in the interval (0, 10), we see how the two types of strategies

present a strong variation in the average hitting time the values of <I:I I>, this is a direct consequence of
how the random walk strategies assign weights to small, intermediate and large steps. Finally, for large
values of the parameters, long-range transitions appear with low probability and the values of <I:I ’> are

equal to the results for the normal random walk strategy with transitions only to nearest neighbours.
These results are of great significance for the further analysis of real-world networks in the next section
of this work.

As we have observed in the previous analysis, there are very significant differences between the
random networks considered here and the graphs analysed in the previous section, where the average
hitting time increases as a third or second power of the number of nodes. The linear increase observed here
for the random graphs studied cannot be understood only on the basis of the fact that they display relatively
small shortest-path distances. For instance, we can construct barbell graphs B (n, | %5* | , | %5 |) with small
values of k, which have small average shortest-path distance. For instance, a graph B (n, L%J , L%J)
has only distances d;; € [1, k]. One important difference, however, between the studied random networks
and the barbell and lollipop graphs previously considered is the lack of large cliques in these random
graphs which may trap the random walker inside them. In the next section, we study this problem by
using random graphs with different intercommunity density of links. In addition, we study the influence
of the degree distribution on the hitting time of these random graphs with the goal of understanding the
differences between ER and BA networks.

Downl oaded from https://academ c. oup. coml commet/articl e-abstract/6/3/382/4283019

by guest

on 11 June 2018



RANDOM MULTI-HOPPER MODEL 397

6.1 Influence of communities and degree distribution

We start here by considering the influence of the presence of clusters of nodes defined in the following
way. Let us consider a network with n nodes. Let us make a partition of the network in k clusters of

size L%J Let C; and C; be two of such clusters. Then, the probability that two nodes p,q € C; are

connected is much larger than the probability that two nodes r € C; and s € C; are connected. This
gives rise to higher internal densities of links in the clusters than the inter-cluster density of links. It
is a well-known fact that neither the ER nor the BA networks contain such kind of clusters. The lack
of such clusters—known in network theory as communities—is characterized by the so-called good
expansion properties of these graphs. Loosely speaking a graph is an expander if it does not contain any
structural bottleneck, i.e., a small group of nodes or edges whose removal separates the network into two
connected components of approximately the same size [25]. We remark here that both ER and BA graphs
have been proved to be expanders when the number of nodes is very large [25, 26]. Then, we use here
an implementation of the algorithm described by Lancichinetti et al. [27] to produce undirected random
networks with communities with a fixed average degree (k). A mixing parameter u defines the fraction of
links that a node share with nodes in other communities. A small value of the mixing parameter produces
graphs with tightly connected clusters which are poorly connected among them. That is, it produces very
well-defined communities in the graph. As the mixing parameter increases and surpasses the value 0.5,
the communities disappear and the graph looks more and more like an expander for a sufficiently large
number of nodes.

Here, we explore the effect of communities in the capacity of the multi-hopper random walk strategy
to reach any site of the network by constructing random graphs with the same number of nodes and edges
but changing the mixing parameter. In Fig. 7, we depict the average hitting time (H") for different values
of the parameters / and s for networks with communities constructed as described before. As can be seen
in this figure, for random graphs with well defined communities (small values of the mixing parameter),
the random walker needs significantly longer times to explore the whole network. This is particularly true
for relatively large values of the Mellin and Laplace parameters of the multi-hopper model, which indicate
that the normal RW is significantly less efficient in networks having communities than in networks not
displaying such structural characteristic. Here again, as these parameters approach zero the hitting time
decays to the lower bound as expected from the theory. In closing, the small hitting times observed for
the random graphs studied in the previous subsection are mainly due to the fact that these graphs are
expanders and they lack any community structure, which may trap the random walker for longer times
without visiting other clusters. The multi-hopper solves this trapping problem by having a larger chance
to jump from one community to another, thereby reducing her time inside each of the clusters visited. We
provide a video as Supplementary Information accompanying this paper that visualizes these findings.

Now we move to the consideration of the influence of the degree distribution on the performance
of the RMH. We then study the stationary probability distribution 77 (i) for the Laplace and Mellin
transformation in a BA and an ER network, with n = 2000 nodes. The results are obtained from the
calculation of the long-range degrees k7 (i) in Equations (3.17) and (3.18) and the respective normalization
defined in Equation (3.16).

In Fig. 8, we summarize our results. The important aspect of these plots are the slopes of the cor-
responding curves for different values of the Mellin and Laplace transforms in the multi-hopper model.
If we compare the slopes for the ER network with those of the BA network, we observe that the first is
smaller and closer to the constant line n — 1 than the second. The smallest hitting time is obtained when
the slope coincides with this line, which represents the fully connected graph. Thus, the ER graphs are
already close to this slope and this is the main reason why they display relatively small hitting times.

Downl oaded from https://academ c. oup. coml commet/articl e-abstract/6/3/382/4283019

by guest
on 11 June 2018



398 E. ESTRADA ET AL.
(@) (b) i
1700. Laplace 1700 Mellin
1600} 1600}
1500} 1500}
(¥} (]
.g 1400} g 1400}
(o)} (o)}
£ 1300} 1 £ 1300} ]
-*j;:' —eo ;=0.1 % —eo ;=0.1
1200+ —x 1 =0.2 ] 1200+ —x =0.2 ]
1100} A= p=0.3 | 1100} A= p=0.3 |
— = 0.4 —a = 0.4
1000 J 1000 J
0 2 4 6 8 10 0 4 6 8 10
l s

FIG. 7. Average hitting time for the multi hopper random walker in networks with communities. (a) Laplace and (b) Mellin strategies.
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n = 2000 nodes. (a) Laplace transform, (b) Mellin transform.

However, in the BA model when s, [ are very large the slopes of the curves are very steep and far away
from the asymptotic result. As soon as these parameters approach zero the slope of the curves become
more flat approaching 7°(i) = n — 1 as a consequence of the fact that the graph approaches the fully
connected one. That is, the long-range dynamics changes the way in which the random walker reaches the
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nodes. For small values of the parameter s or /, the stationary probability distribution reaches the value
7 (i) = 1/n. On the other hand, the inverse of the stationary probability distribution defines the average
time (¢t (i)) = ﬂ+® needed for the random walker to return for the first time to the node i. In this way, the
random walker returns to sites with high values of 7* and, gets trapped in regions with this property. As
we can see in Fig. 8, the effect of the long-range strategies is to reduce the probability to revisit highly
connected sites, and to increase the capacity of reaching any site in the network.

In closing, in this section we have seen that a random walker can be trapped in certain regions
of a network—that is, having larger probability of staying at these regions than in other parts of the
graph— due to two different factors. The first is the presence of clusters of highly connected nodes in
which the random walker is retained for long times before she visits other clusters of the graph. The
second is the existence of hubs (highly connected nodes) to which the random walker returns frequently,
thereby making her exploration of the network more difficult. These two characteristics, the presence
of communities and the existence of fat-tailed degree distributions, are well known to be ubiquitous in
real-world networks. The observation that the RMH can overcome both of these factors make this model
an important candidate for the exploration of real-world networks, which is the topic of our next section.

7. Real-world networks

One of the areas in which the RMH can show many potential applications is in the study of large real-world
networks. Normal random walks on networks have been previously used as mechanisms of transport and
search on networks [3, 28, 29]. These are graphs representing the networked skeleton of complex systems
ranging from infrastructural and technological to biological and social systems.

Here we study a few networks representing a variety of real-world complex systems, including
biological, communication and infrastructural ones. In Table 1, we report the sizes of these networks as

TABLE 1 Real-world networks studied in this work, their number of nodes n and the average hitting time
of the normal random walker (H). s. is the value of the Mellin parameter s for which the corresponding
network has hitting time smaller than n. The value of sp is the Mellin parameter s for which the

3n
corresponding a lollipop graph L | n, | — | | with the same number of nodes as the real-world network

has hitting time smaller than n. The last column, % improv., represents the percentage of improvement
in the hitting time using the Mellin-transformed multi-hopper respect to the NRW

Network n (H) Se Sp 9% impr.
Bio_PPI_yeast 2,224 8,652 0.145 0.0128 389
City_Atlanta 3,234 11,973 0.088 0.0106 370
Colab_Geom 3,621 15,719 0.086 0.0100 434
City_Berlin 4,495 13,752 0.094 0.0090 306
Power_USA 4,941 34,455 0.098 0.0086 697
City_Barcelona 5,575 17,282 0.063 0.0081 310
Colab_AstroPh 17,903 101,072 0.048 0.0045 565
City_Seattle 20,207 108,746 0.041 0.0042 538
Colab_CondMat 21,363 77,298 0.049 0.0041 362
Comm_Enron 33,696 193,714 0.040 0.0033 575
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well as the hitting times using the normal random walk and the multi-hopper with Mellin transform. By
using the expression 5.2, we can estimate the lower bound for the value of the Mellin parameter s for

which <IEIM> < n. These values are given in Table 1 as ., for all the networks studied in this section.
In addition we calculate the actual value of this parameter for which (ﬁM> < n in these networks, and
report it as s, in Table 1. Here, the values of s, are obtained as follows. We calculate the value of (I:IM>
for different values of s and obtain a fit of the form: <I:IM> ~ as? + B for 0.01 < s < 0.5. Obviously,

B = n — 1, which is the lowest value obtained by <I:IM> for any graph. Using these fitted equations we

then calculate the values of s, reported in Table 1. As can be seen the values of s, are as average 10 times
larger than the lower bound expected from the lollipop graphs of the same size as the studied networks.

8. A note on the multi-hopper probability distributions

In this section, we study the distribution of probabilities of finding the random walker at a given place
as a function of the distance from that place to the current position of the walker. In a homogeneous and
isotropic space, e.g. in a continuous space, Lévy flights (LF) are a frequently studied model in which the
walker can also jump to distant regions of the space [30]. LFs are widely used to model efficient search
processes, for instance, of animals searching for sparse food. At every jump the step length is drawn from
along-tailed probability density function with the power-law decay [31-33]. Due to the homogeneity and
isotropy of the space in which the random walker moves, there should be a perfect correlation between
the probability of realizing a jump and the distance separating the two places from/to which the walker
moves to. That is, the probability of making a walk of length £, is exactly the same independently of the
position in space where the walker starts/end her jump. This can be interpreted as the fact that at every
jump all memory to previous jumps is erased, and thus the jump lengths x are independent and identically
distributed random variables [34].

Is this situation observed for a graph in the context of the multi-hopper random walk? The answer
is in general no. For the RMH, the conditions of homogeneity and isotropy of the space are broken.
Suppose, as we have seen before, a barbell graph in which there are two cliques and a path connecting
them. Let us pick (i) a pair of nodes inside one of the cliques, (ii) a pair of nodes in the middle of the
path and (iii) a pair formed by the node of the clique which is connected to a node of the path. In the
three cases the distance between the three pairs of nodes is exactly the same, i.e., one. However, every
time the walker departs from one of the nodes in the pair (i), the probability of her to return to the other
node in this pair is very high, due to the high interconnection of the clique. In the case of the pair in the
middle of the path the situation is quite different. Here every time the walker departs from one of the
two nodes the probability of returning to the other node is very much diminished by the fact that it can
get trapped in any of the two cliques and hardly returning to the centre of the path. Similar situation can
be described for the pair (iii). Then, we have three different probabilities for exactly the same distance
between nodes. Using the previously used ‘memory’ analogy, the situation in the graph can be seen as if
the random walker remembers the place from which he originally departed, something totally strange to
the continuous space.

In Fig. 9, we illustrate the distribution of probabilities as a function of the distance between the nodes
from/to which the RMH jumps for three different graphs. The first is a cycle graph having 1000 nodes,
the second is a barbell graph with 999 nodes and the third is the real-world protein—protein interaction
network of yeast. As can be seen, only for the case of the cycle there is a perfect power-law dependency
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FIG. 9. (top) Log-log plot of the jumping probabilities in the multi-hopper model using a Mellin transform with exponent s = 1
versus the shortest path distance for a cycle Cjogo, a barbell B (999, 333,333) and the network of PPI of yeast.

between the probability and the distance as expected for ‘normal’ random walks with Lévy flights. In this
case, we obtain, as expected, p (i,j) = d (i, j)_1 with Pearson correlation coefficient 2 = 1. However,
for the barbell graph we get p (i,j) ~ d (i,j) "*® with r> = 0.678. Here, neither the exponent of the
power-law is equal to one, nor the correlation coefficient is so high as to accept such correlation. The most
important thing however, is pretty much observed from the proper plot. For each value of the distance
there are many different probabilities, and such probabilities can vary more than one order of magnitude.
In the case of the real-world network is situation is even worse. Here we obtain p (i,j) ~ d (i,j) >
with 7> = 0.659. The exponent of the power-law is far from the epected value of -1 and the correlation
coefficient is very poor. Obviously, the consequences for these deviations are the ones we have analysed
in this article: heterogeneity in the degree distributions and presence of regions with diverse density
communities, among other potential structural heterogeneities appearing in real-world graphs. In closing
we remark here that the main condition observed by the random-walks with Lévy flights in the continuous
space is no longer fulfilled by the analogue on graph. That is the main reason we have preferred to call
this model the multi-hopper ones instead of the most traditional name of random-walks with Lévy flights.

9. Conclusions

We develop here a mathematical and computational framework for using random walks with long-range
jumps on graphs of any topology. This multi-hopper model allows a random walker positioned at a given
node of a simple, connected graph to jump to any other node of the graph with a probability that decays as a
function of the shortest-path distance between her original and final positions. The decaying probabilities
for long-range jumps are selected as Laplace or Mellin transforms of the shortest-path distances in this
work. We prove here that when the parameters of these transforms approach zero asymptotically, the
hitting time of the multi-hopper approaches the minimum possible value for a normal random walker.
Thus, the multi-hopper represents a super-fast random walker hopping among the nodes of a graph. We
show by computational experiments that the multi-hopper overcomes several of the difficulties that a
normal random walker has to explore a graph. For instance, the multi-hopper explores more efficiently
a graph having clusters of highly interconnected nodes, which are poorly connected to other clusters
(communities), when compared to the normal random walker. It also diffuses faster than the normal
random walker in graphs with very skewed degree distributions, such as scale-free networks. In these
graphs, the normal random walker visits hubs more frequently than the nodes with low degree, thus

Downl oaded from https://academ c. oup. coml commet/articl e-abstract/6/3/382/4283019

by guest
on 11 June 2018



402 E. ESTRADA ET AL.

getting stuck around the high-degree nodes of the graph. Finally, we illustrate how the multi-hopper can
be useful in transport and search problems in real-world networks where structural heterogeneity, such
as the presence of communities and skewed degree distributions, is more a rule than an exception. We
hope that the use of the RMH will open new avenues in the exploration of lattices, graphs and real-world
networks.

Supplementary data
Supplementary data are available at COMNET online.
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