Transition path properties for one-dimensional systems driven by Poisson white noise
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A B S T R A C T

We present an analytically tractable scheme to solve the mean transition path shape and mean transition path time of one-dimensional stochastic systems driven by Poisson white noise. We obtain the Fokker-Planck operator satisfied by the mean transition path shape. Based on the non-Gaussian property of Poisson white noise, a perturbation technique is introduced to solve the associated Fokker-Planck equation. Moreover, the mean transition path time is derived from the mean transition path shape. We illustrate our approximative theoretical approach with the three paradigmatic potential functions: linear, harmonic ramp, and inverted parabolic potential. Finally, the Forward Fluxing Sampling scheme is applied to numerically verify our approximate theoretical results. We quantify how the Poisson white noise parameters and the potential function affect the symmetry of the mean transition path shape and the mean transition path time.

1. Introduction

The concept of first-passage times dates back to the investigation of financial market dynamics by Bachelier [1,2] and in the context of molecular chemical reactions by Smoluchowski [3]. The motivation was to pinpoint the time when a fluctuating stock price first crosses a given threshold or when a diffusing molecule first hits its reaction target. Today, first-passage theory is well established [4–6], albeit several breakthroughs have been reported within the last years. These include fundamental results for the (global) mean first-passage time in quite general settings [7–10] as well as the determination of the full distribution of first-passage times in generic geometries [11,12] as well as in potential landscapes [13–16]. The need for such refinements of first-passage theories comes from new experimental insight, for instance, finding that the geometric distance can indeed become relevant even in the confines of micron-sized bacteria cells [17–20]. In the context of molecular reactions or “narrow escape” through a small window in a bounded domain it is important to include the “reaction limitation” in terms of a reaction barrier or an entropic constraint [21–25].

The crossing of an activation barrier in molecular reactions is at the heart of the famed Arrhenius law according to which the rate of a reaction is proportional to the Boltzmann factor for the “activation energy” $E_a$, i.e., the rate obeys $k \propto \exp(-E_a/(k_BT))$ [26,27]. In most cases the barrier height $|E_a|$ considerably exceeds thermal energy $k_BT$ and the barrier crossing is thus a rare event. An important step in reaction rate theory was the formulation of transition state theory. We mention the two complementary pioneering approaches of Eyring [28] (“thermodynamic approach” [29]) and Wigner [30] (“classical mechanics approach” [31]). A kinetic pathway to rate laws was formulated by Kramers in his seminal work relating rate theory with the theory of Brownian motion [32]. For details we refer the readers to the authoritative review article by Hänggi, Talkner, and Borkovec [33].

Due to the large barrier height compared to thermal energy the system spends most of its time vibrating in a locally stable state, and the actual transition is a rare event. Experimentally, new experimental techniques such as single molecule spectroscopy allow unprecedented insights into individual transition paths of specific molecular reactions [34–38]. Single-molecule force spectroscopy, similarly, resolves transition path kinetics [39–41,58,59]. Simulations of transition paths relying on a naive simulation of
the process cannot generate sufficient statistics for such rare transition events within reasonable computing times. New sampling methods, based on original work by Chandler and coworkers [42, 43] have become standard tools in reaction rate calculations [44–47].

Instead of considering all barrier crossing attempts, i.e., unsuccessful and successful ones, transition path theory focuses on “direct paths”, i.e., those paths that successfully take the particle from its original point to the final point across the barrier. Somewhat counter-intuitively at first, there exists a time reversal symmetry between the successful barrier crossing path and the inverse path [43, 46, 47], and this equivalence even holds for the full distributions of crossing times [66]. The statistical properties of transition paths are thus vital for chemical reactions [33] and are extensively studied in modern transition state theory [63]. As transition paths resolve the transition time during direct crossing events they are of fundamental difference from the first-passage paths which could be obtained after implementing reflecting and absorbing boundaries for the transition region, as first-passage paths include all those “indirect” events, that repeatedly take the system back to its original state [51].

Mathematically, the transition paths are derived via installing two absorbing boundaries at the extreme points of transition region [52]. Some appropriate measures to quantify the transition paths are the transition path time (TPT) [53] and the transition path shape (TPS) [54]. The TPT plays an important role in transition paths and is conventionally defined as the time spent during direct transition paths. Generally, the TPT is a conditional first passage time (FPT) [41] of the switch events. The concept of the TPT is ubiquitously used in protein folding [55] and nucleic acid dynamics [37], pore traversal [56], ion channel crossing and polymer translocation [57]. In addition to the TPT, the TPS is a more detailed description of the transition path sequence as detailed below. Measuring the TPS thus provides a crucial characterization of the transition paths, and much effort has recently been dedicated to the development and analysis of transition paths with respect to both theoretical and experimental aspects.

The theoretical description of the transition path properties is often derived from the Fokker-Planck equation [60]. Many theoretical aspects of the transition path properties have been unveiled for the cases of a cusp barrier [61], conical tubes [62], or a parabolic potential [64] for overdamped and inertia-controlled cases [65]. Such simple potentials in which the transitions are driven by Gaussian white noise have been quite well studied. As mentioned, the mean TPT is identical in both directions for the case of Gaussian white noise [66], independent of any asymmetry in the potential. This symmetry, however, is broken in out of equilibrium situations with fluctuating forces [67]. The symmetry of the TPS [68] is affected by the potential function.

Here we demonstrate that the transition path dynamics changes dramatically in the presence of an alternative standard noise source, namely, Poisson white noise. In fact non-Gaussian white noise [69, 70] has been observed in the fields of science, engineering, finance, and so on. Examples include the impact of traffic loads on road bridges and the excitation of ground structures by earthquakes [71], the Lotka-Volterra model [72], power grids [73], and damage evolution in mechanical systems due to wind or earthquakes [74]. It is essential to recognize that Poisson noise driven random processes are discontinuous, and the time and intensity of excitation are random. Recently, Poisson white noise [74] is getting popular since it provides a mathematical model to describe this kind of discontinuous random process, in contrast to Gaussian white noise [75]. Poisson white noise has been used with great success in the modeling of a series of independent and identically distributed random pulses, and the number of pulse arrival can be expressed by a Poisson counting process. Changes due to Poisson white noise-driven jump processes include escape behavior [76], stationary response properties [77], non-stationary response behavior [78], extreme value distribution [79], and more. Here we aim at studying the effect of Poisson white noise on the transition path properties, based on a generalization of the theoretical description of transition paths. The challenge lies in the fact that there are infinite terms in the operator equations of the mean TPS and the mean TPT.

The central theme of this paper is to propose a new approximate theoretical approach to solve the mean TPS and the mean TPT of one-dimensional system driven by Poisson white noise. After truncating the equations satisfied by the mean TPS and the mean TPT, using a well-defined perturbation method, allows us to express the theoretical form of the mean TPS and the mean TPT. To demonstrate the generality of the proposed approximation approach, we apply the method to three types of simple potential functions: a linear potential, a harmonic ramp, and an inverted parabolic potential function. These three kinds of simple potential functions (see Fig. 1) are also the basis for the application to real systems, such as, the Malthusian model [80], the logistic map [81], and a micrometre-sized dielectric bead in an optical trap [82]. Effects of the jumps of the Poisson white noise and the potential function parameters on the mean TPS and the mean TPT in two directions are investigated. To the best of our knowledge this is the first effort to obtain the theoretical results of the mean TPS and the mean TPT of one-dimensional systems driven by Poisson white noise.

The remainder of the paper is structured as follows. In Section 2 we present a general scheme of calculating the solution to the mean TPS and the mean TPT. Section 3, the central part of the paper, is devoted to the specific derivation of the perturbation method to obtain the mean TPS and the mean TPT of one-dimensional systems under Poisson white noise. Section 4 illustrates our approximate theoretical approach for the three mentioned prototypical potential functions. The generalization to multi-state systems on this basis is then straightforward. We use the Forward Flux Sampling (FFS) scheme [83, 84] to numerically verify our theoretical approximations for the mean TPS and the mean TPT in these three potentials. Finally, a discussion of the validity of the proposed method and the conclusions are presented in Section 5. Some additional information is provided in the Appendices.

2. Transition path shape and time

We consider the mean TPS and the mean TPT of one-dimensional systems under the driving of Poisson white noise. The system can be described by the stochastic differential equation

$$\frac{dx}{dt} = f(x) + W_f(t), \tag{1}$$

where $x$ is the position of the particle, $f(x) = -dV(x)/dx$ is the force acting on the particle derived from the model potentials $V(x)$ shown in Fig. 1. We consider three simple potential forms: a linear potential, a harmonic ramp, and an inverted parabolic potential. Here the coefficient $U$ controls the height of the potentials $V(x)$.

In Eq. (1), $W_f(t)$ is a Poisson white noise defined as

$$W_f(t) = \sum_{k=1}^{N(t)} Y_k \delta(t - t_k),$$

which is the formal derivative of the so-called homogeneous compound Poisson process

$$C(t) = \sum_{k=1}^{N(t)} Y_k U_f(t - t_k). \tag{2}$$
Potential functions $V(x)$ with the three characteristic shapes considered in this article: (a) linear potential $V(x) = U(x - 1)/2$; (b) harmonic ramp $V(x) = -U(x - 1)^2/4$; (c) inverted parabola $V(x) = -Ux^2/2$.

Poisson white noise $t_0 = 1$ for two different pulse amplitudes: (a) $\mathbb{E}|Y^2| = 0.1$; (b) $\mathbb{E}|Y^2| = 0.01$.

A transition path is also a first passage path, if $x_A = -1$ and $x_B = 1$ are absorbing boundaries.

Here $\delta(t)$ is the Dirac function, $U_p(t)$ is the unit step function, and $N(t)$ is a Poisson counting process with mean arrival rate $\lambda$. $Y_k$ are independent identically distributed random variables, which are independent of the impulse arrival time $t_k$. The noise intensity of $W_p(t)$ is $I_0$, where $I_0 = \lambda \mathbb{E}[Y^2]$. Here $Y$ describes the random pulse amplitude of $W_p(t)$, and $\mathbb{E}[\cdot]$ denotes the expectation of a random variable. In this paper, without loss of generality, we take that $Y$ obeys the normal distribution $N(0, \sigma^2)$, such that $\mathbb{E}[Y^2] = \sigma^2$. With increase of $\lambda$, the number of pulses in the time interval $[0,10]$ increases, as presented in Fig. 2.

According to the results in [68] the mean TPS $\tau_{\text{shape}}^{\text{TP}}(x_0|x_A)$ is equal to the mean FPT of particle arriving at $x_A$ from $x_0$, under the condition that $x_A$ and $x_B$ are the absorbing boundaries, see the sketch of the setup in Fig. 3. Thus,

$$\tau_{\text{shape}}^{\text{TP}}(x_0|x_A) = \tau^{\text{TP}}(x_A|x_0),$$

where $|x_A, x_B|$ is the transition path region, and $x_0 \in [x_A, x_B]$. Using this relation the solution of the mean TPS can thus be derived from the mean FPT of the system encoded in Eq. (1). In what follows we define the direction of particle motion from $x_A$ to $x_B$ as the positive direction, otherwise we call it the reverse direction.

The Fokker-Planck equation corresponding to the stochastic equation of motion (1) [85]

$$\frac{\partial}{\partial t} P(x,t|x_0,t_0) = L_{\text{KM}} P(x,t|x_0,t_0),$$

describes the time evolution of the probability density function $P(x,t|x_0,t_0)$. Here $L_{\text{KM}}$ is the Fokker-Planck operator, which can be derived from the Kramers-Moyal expansion [85,87], yielding

$$L_{\text{KM}} = -\frac{\partial}{\partial x} [f(x)] - \lambda \mathbb{E}[Y] \frac{\partial}{\partial x} + \frac{\lambda}{2} \mathbb{E}[Y^2] \frac{\partial^2}{\partial x^2} - \frac{\lambda}{6} \mathbb{E}[Y^3] \frac{\partial^3}{\partial x^3} + \frac{\lambda}{24} \mathbb{E}[Y^4] \frac{\partial^4}{\partial x^4} + \cdots$$

The splitting probabilities $\phi_A(x)$ and $\phi_B(x)$ then satisfy the relation

$$L_{\text{KM}} \phi_A(x) = 0, L_{\text{KM}} \phi_B(x) = 0,$$

with the boundary conditions

$$\phi_A(x_A) = 1, \phi_A(x_B) = 0, \phi_B(x_A) = 0, \phi_B(x_B) = 1.$$
If $L$ satisfy
$$L^\ast \in \text{the adjoint operator of } L,$$
and one can show that [87]
\[ L^\ast = f(y) \frac{\partial}{\partial y} + \lambda \mathbb{E}[y] \frac{\partial}{\partial y} + \frac{\lambda}{2} \mathbb{E}[y^2] \frac{\partial^2}{\partial y^2} + \frac{\lambda}{6} \mathbb{E}[y^3] \frac{\partial^3}{\partial y^3} + \ldots, \tag{9} \]
where $y$ is the backward variable.

We now define $K(x_A, y)_{x_B}$ as the first-passage distribution of particles from $y$ to $x_A$ or $x_B$. Consequently, the nth moment of the first-passage distributions is [68]
\[ K^{(n)}(x_A, y)_{x_B} = \int_0^\infty t^n K(x_A, y_{x_B}, t) \, dt, \tag{10} \]
and the first passage distributions $K(x_A, y_{x_B})$ and $K(x_B, y_{x_B})$ satisfy
\[ \frac{\partial}{\partial t} K(x_A, y_{x_B}, t) = L^\ast K(x_A, y_{x_B}, t). \tag{11} \]
Combining Eqs. (9) and (10) we could obtain the following set of equations [68]
\[ -nK^{(n-1)}(x_A, y)_{x_B} = \int_0^\infty t^n K(x_A, y_{x_B}, t) \, dt. \tag{12} \]
Moreover the first passage distributions $K^{(1)}(x_A, y)_{x_B}$ and $K^{(1)}(x_B, y)_{x_B}$ satisfy
\[ L^\ast K^{(1)}(x_A, y)_{x_B} = -\phi_{A/B}(y). \tag{13} \]
Then the mean FPT is given by
\[ \tau^{FP}(x_A, y)_{x_B} = \frac{K^{(1)}(x_A, y)_{x_B}}{\phi_{A/B}(y)}. \tag{14} \]
Thus we need to calculate $\phi_{A/B}(y)$ first, and then combine Eqs. (13) and (14) with Eq. (4) to get the mean TPS encoded by the stochastic differential equation (1).

The mean TPT $\tau^{FP}(x_A, y)_{x_B}$ quantifies the transition path from the absorbing boundary $x_A$ to $x_B$, its complement $\tau^{FP}(x_B, y)_{x_A}$ is the mean TPT from $x_A$ to $x_B$. Meanwhile, the mean TPT is the mean FPT of the process (1) from $x_B$ to $x_A$, i.e., $\tau^{FP}(x_A, y)_{x_B} = \tau^{FP}(x_B, y)_{x_A}$. $\tau^{FP}(x_B, y)_{x_A} = \tau^{FP}(x_B, y)_{x_A}$ with $y \to x_B$, $y \to x_A$, respectively. It can be shown that the mean FPT $\tau^{FP}(x_A, y)_{x_B}$ is also related to $K^{(1)}(x_A, y)_{x_B}$ and $\phi_{A/B}(y)$.

3. Approximate solution of the transition path shape and time

Here, we develop the perturbation technique for the approximate solution of the mean TPS of the process (1) driven by Poisson white noise. According to [86,87], without loss of generality, we take $\varepsilon = \lambda^{1/2}$ as the perturbation parameter. Hence, $I_n$ are finite constants defined as
\[ \varepsilon^n I_n = \lambda \mathbb{E}[y^{n+1/2}], \quad n = 0, 1, 2, \ldots, \tag{15} \]
then Eqs. (7) and (13) turn into
\[ f(y) \frac{\partial}{\partial y} \phi_{A/B}(y) + I_1 \frac{\partial^2}{\partial y^2} \phi_{A/B}(y) + \varepsilon I_1 \frac{\partial^3}{\partial y^3} \phi_{A/B}(y) \]
Fig. 5. Theoretical results of the mean TPS $\tau_{\text{mean}}^{TP}(y|x_A)$ and $\tau_{\text{mean}}^{TP}(y|x_B)$, $\mathbb{E}[y^2] = 10^{-3}$. (a, c) $I_0 = 1$. $U \in [1, 10]$; (b, d) $U = 5$. $I_0 \in [0.5, 5]$.

Fig. 6. (a) Mean TPS for different potential heights $U$, where $I_0 = 1$ and $\mathbb{E}[y^2] = 10^{-3}$. (b) Mean TPS for different noise intensities $I_0$, where $U = 5$ and $\mathbb{E}[y^2] = 10^{-3}$. The results from the numerical FFS scheme are shown by the symbols, the theoretical results based on Eqs. (38a) and (38b) correspond to the lines.

$$+ \varepsilon I_0 \frac{\partial^4}{\partial y^4} \phi_{A/B}(y) + \ldots = 0, \quad (16)$$

and

$$f(y) \frac{\partial}{\partial y} \kappa^{(1)}_{A/B}(y) + \frac{I_0}{2} \frac{\partial^2}{\partial y^2} \kappa^{(1)}_{A/B}(y) + \frac{I_1}{6} \frac{\partial^3}{\partial y^3} \kappa^{(1)}_{A/B}(y)$$

$$+ \varepsilon I_0 \frac{\partial^4}{\partial y^4} \kappa^{(1)}_{A/B}(y) + \ldots = -\phi_{A/B}(y). \quad (17)$$

Here, we show the detailed derivation of $\phi_A(y)$ and $\kappa^{(1)}_{A}(y)$, while the results for $\phi_B(y)$ and $\kappa^{(1)}_{B}(y)$ are obtained analogously.
Suppose that the solution for $\phi_n(y)$ has the form
\[
\phi_n(y) = \phi_{an}(y) + \varepsilon \phi_{a1}(y) + \varepsilon^2 \phi_{a2}(y) + \ldots.
\]  
(18)
Then substituting Eq. (18) into (16) and grouping terms of the same order in $\varepsilon$, we find
\[
\varepsilon^0 : \ f(y)\phi_{a0}^{(1)}(y) + \frac{I_0}{2} \phi_{a0}^{(2)}(y) = 0,
\]  
(19a)
\[
\varepsilon^1 : \ f(y)\phi_{a1}^{(1)}(y) + \frac{I_0}{2} \phi_{a1}^{(2)}(y) = -\frac{I_1}{6} \phi_{a1}^{(3)}(y),
\]  
(19b)
\[
\varepsilon^2 : \ f(y)\phi_{a2}^{(1)}(y) + \frac{I_0}{2} \phi_{a2}^{(2)}(y) = -\frac{I_1}{6} \phi_{a2}^{(3)}(y) - \frac{I_2}{24} \phi_{a2}^{(4)}(y),
\]  
(19c)
where the $\phi_{an}^{(n)}(y)$ denote the nth derivative of $\phi_{an}(y)$.

As $Y$ obeys the normal distribution $N(0, \sigma^2)$ we have $l_1 = 0$, and the solution of Eq. (19b) is $\phi_{a1}(y) = 0$. Therefore, Eqs. (18) to (19c) can be rewritten into
\[
\phi_n(y) = \phi_{a0}(y) + \varepsilon^2 \phi_{a2}(y) + \ldots,
\]  
(20)
and
\[
\varepsilon^0 : \ f(y)\phi_{a0}^{(1)}(y) + \frac{I_0}{2} \phi_{a0}^{(2)}(y) = 0,
\]  
(21a)
\[
\varepsilon^1 : \ f(y)\phi_{a0}^{(1)}(y) + \frac{I_0}{2} \phi_{a0}^{(2)}(y) = -\frac{I_1}{6} \phi_{a0}^{(3)}(y),
\]  
(21b)
\[
\varepsilon^2 : \ f(y)\phi_{a0}^{(1)}(y) + \frac{I_0}{2} \phi_{a0}^{(2)}(y) = -\frac{I_1}{6} \phi_{a0}^{(3)}(y) - \frac{I_2}{24} \phi_{a0}^{(4)}(y).
\]  
(21c)
According to the boundary condition (8) we obtain
\[
\phi_{a0}(y) = \int_{x_0}^{x_L} \frac{e^{\frac{1}{2}y(x)}}{\int_{x_0}^{x_L} e^{\frac{1}{2}y(x)} dx} ds,
\]  
(22a)
\[
\phi_{a1}(y) = \phi_{a0}(x) \int_{x_0}^{x_L} \int_{x_0}^{x_L} \frac{2}{I_0} g_1(s) e^{-\varepsilon\frac{1}{2}y(s)} ds dse^{\frac{1}{2}y(x)} dx
\]  
\[-\phi_{a1}(x) \int_{x_0}^{x_L} \int_{x_0}^{x_L} \frac{2}{I_0} g_1(s) e^{-\varepsilon\frac{1}{2}y(s)} ds dse^{\frac{1}{2}y(x)} dx
\]  
\[= \phi_{a0}(y)N_1(y) - \phi_{a0}(y)N_2(y),
\]  
(22b)
where $g_1(x) = (I_0/24)\phi_{a0}^{(4)}(x)$. Then combining Eq. (20) with Eqs. (22) we get $\phi_n(y)$.

Next we assume that the solution $K^{(1)}(x_0|y)$ is of the form
\[
K^{(1)}(x_0|y) = K_0^{(1)}(x_0|y) + \varepsilon K_1^{(1)}(x_0|y) + \varepsilon^2 K_2^{(1)}(x_0|y) + \ldots.
\]  
(23)
Combination with Eq. (17) leads to the set of equations
\[
\varepsilon^0 : \ f(y)K_0^{(1)}(x_0|y) + \frac{I_0}{2} K_0^{(1)}(x_0|y) = 0,
\]  
(24a)
\[
\varepsilon^1 : \ f(y)K_1^{(1)}(x_0|y) + \frac{I_0}{2} K_1^{(1)}(x_0|y) = -\frac{I_1}{6} K_0^{(1)}(x_0|y),
\]  
(24b)
\[
\varepsilon^2 : \ f(y)K_2^{(1)}(x_0|y) + \frac{I_0}{2} K_2^{(1)}(x_0|y)
\]
\[
\frac{1}{6} K_0^{(1)(0)}(x|y) - \frac{L_0}{24} K_0^{(1)(2)}(x|y),
\]

where \( K_m^{(1)(n)}(x|y) \) is the \( n \)-th derivative of \( K_m^{(1)}(x|y) \).

Since \( Y \sim N(0, \sigma^2) \), we see that \( K_0^{(1)}(x|y) = 0 \) and Eqs. (23) and (24) can be simplified to

\[
K^{(1)}(x|y) = K_0^{(1)}(x|y) + \epsilon^2 K_2^{(1)}(x|y) + \ldots, \tag{25}
\]

and

\[
e^0 : f(y)K_0^{(1)(1)}(x|y) + \frac{L_0}{2} K_0^{(1)(2)}(x|y) = 0, \tag{26a}
\]

\[
e^2 : f(y)K_2^{(1)(1)}(x|y) + \frac{L_0}{2} K_2^{(1)(2)}(x|y) = -\frac{L_0}{24} K_0^{(1)(4)}(x|y). \tag{26b}
\]

Therefore,

\[
K_0^{(1)}(x|y) = \phi_{hi}(y) \int_x^y \int_x^y \frac{2}{L_0} \phi_{hi}(s)e^{-\frac{1}{2}V(s)} dse^{\frac{2}{\sigma^2}V(x)} dx
\]

\[
-\phi_{hi}(y) \int_x^y \int_x^y \frac{2}{L_0} \phi_{hi}(s)e^{-\frac{1}{2}V(s)} dse^{\frac{2}{\sigma^2}V(x)} dx
\]

\[
= \phi_{hi}(y)M_{11}(y) - \phi_{hi}(y)M_{12}(y), \tag{27a}
\]

\[
K_2^{(1)}(x|y) = \phi_{hi}(y) \int_x^y \int_x^y \frac{2}{L_0} G_1(s)e^{-\frac{1}{2}V(s)} dse^{\frac{2}{\sigma^2}V(x)} dx
\]

\[
-\phi_{hi}(y) \int_y^x \int_y^x \frac{2}{L_0} G_1(s)e^{-\frac{1}{2}V(s)} dse^{\frac{2}{\sigma^2}V(x)} dx
\]

\[
= \phi_{hi}(y)M_{21}(y) - \phi_{hi}(y)M_{22}(y). \tag{27b}
\]

Fig. 8. (a) Mean TPS for different potential height \( U \), where \( \lambda_0 = 1 \) and \( \mathbb{E}[Y^2] = 10^{-3} \). (b) Mean TPS for different noise intensities \( \lambda_0 \), where \( U = 6 \) and \( \mathbb{E}[Y^2] = 10^{-3} \). (c) Simulation results for the mean TPS for the two transition directions. Results from the FFS scheme are shown by symbols, lines depict the behavior encoded in Eqs. (38a) and (38b).
Where $\phi(x) = \phi_0(y) + e^2 \phi_0(y) + \ldots$. 

Substituting this form into Eq. (7) and combining with the boundary condition (8), we get

$$\phi_0(y) = \frac{\int_0^x e^{\frac{2 \phi_0}{e}} ds}{\int_{x_0}^{x_0} e^{\frac{2 \phi_0}{e}} ds} \quad (32a)$$

$$\phi_0(y) = \phi_0(y) \int_0^x \int_{x_0}^{x_0} \frac{2 \phi_0(s)}{e} e^{-\frac{\phi_0}{e}} ds e^{\frac{2 \phi_0}{e}} dx$$

$$-\phi_0(y) \int_0^y \int_{x_0}^{x_0} \frac{2 \phi_0(s)}{e} e^{-\frac{\phi_0}{e}} ds e^{\frac{2 \phi_0}{e}} dx,$$

where $g_2(y) = \frac{\phi_0^{(4)}(y)}{e^2}$, and $\phi_0^{(n)}(y)$ denotes the $n$th derivative of $\phi_0(y)$.

Similarly, we assume that $K^{(5)}(x|y) = K^{(5)}(x|y) + e^2 K^{(5)}(x|y) + \ldots$ 

This leads us to

$$K_0^{(1)}(x_0|y) = \phi_0(y) \int_0^x \int_{x_0}^{x_0} \frac{2 \phi_0(s)}{e} e^{-\frac{\phi_0}{e}} ds e^{\frac{2 \phi_0}{e}} dx$$

$$-\phi_0(y) \int_0^y \int_{x_0}^{x_0} \frac{2 \phi_0(s)}{e} e^{-\frac{\phi_0}{e}} ds e^{\frac{2 \phi_0}{e}} dx,$$

where $G_2(y) = \phi_0(y) + (I_2/24)K^{(1)}(x_0|y)$, and $K^{(1)}(x_0|y)$ is the fourth derivative of $K^{(1)}(x_0|y)$. Then the mean TPS of particle from $x_0$ to $y$ is

$$\tau^{TP}_{shape}(x_0|y) = \tau^{FP}(x_0|y) \approx \frac{K^{(1)}(x_0|y) + e^2 K^{(1)}(x_0|y)}{\phi_0(y) + e^2 \phi_0(y)} \quad (34a)$$

then combining Eq. (32b) with Eq. (34) one has

$$\tau^{TP}_{shape}(x_0|y) \approx \frac{\overline{\rho}_1(y) + e^2 \overline{\rho}_2(y)}{1 + e^2[\overline{\rho}_1(y) - \overline{\rho}_2(y)]}, \quad (36)$$

where $C_2(y) = \phi_0(y)/\phi_0(y)$, $\overline{\rho}_1(y) = \overline{\rho}_1(y) - \overline{\rho}_1(y)$, and $\overline{\rho}_2(y) = \overline{\rho}_2(y) - \overline{\rho}_2(y)$.

Fig. 9. Theoretical results of mean TPS $\tau^{TP}_{shape}(y|x_0)$ and $\tau^{TP}_{shape}(y|x_0)$, $E[y^2] = 10^{-3}$. (a, c) $I_0 = 1$, $U \in [1, 10]$; (b, d) $U = 6$, $I_0 \in [1, 10]$.
Similarly, when \( y \to x_A \) the mean TPT from \( x_A \) to \( x_B \) can therefore be approximated by

\[
\tau_{TP}(x_B|x_A) = \tau_{TP}(x_A|y \to x_A) \approx \frac{M_{11}(x_A) + \varepsilon^2 M_{21}(x_A)}{1 + \varepsilon^2 N_1(x_A)}.
\] (37)

We thus obtained the theoretical results for the mean TPS and the mean TPT of a particle moving from \( y \) to \( x_A \) as shown in Eqs. (29) and (30), and Eqs. (36) and (37) are the approximate results of the mean TPS and the mean TPT in the opposite direction.

4. Results

4.1. Mean transition path shape

4.1.1. Linear potential

To illustrate the theoretical approach introduced in the previous section and to verify the correctness of our approximation scheme we study the application to the three simple potential functions shown in Fig. 1. In this paper, the FFS scheme is applied to verify our proposed approximation approach. First, we obtain the mean TPS of a stochastically moving particle in a linear potential function \( V(x) = U(x - 1)/2 \) represented in Fig. 1(a) under the action of Poisson white noise. From the above perturbation scheme we obtain the concrete form of the mean TPS in the two directions, see Eqs. (28) and (35), respectively. The main terms in these equations are

\[
M_{11}(y) = \frac{2}{c_h U} \left[ \int_0^{l_0} y e^{-\frac{y^2}{2U}} dy - \frac{l_0}{U} \left( 1 + \frac{2l_0}{U} \right) e^{-\frac{y^2}{2U}} + \frac{l_0}{U} e^{-\frac{y^2}{2U}} \left( 1 - y \right) + \frac{2l_0}{U} \left( 1 - \frac{l_0}{U} \right) e^{-\frac{y^2}{2U}} \right].
\] (38a)

and

\[
M_{11}(y) = \frac{2}{c_h U} \left[ \int_0^{l_0} y e^{-\frac{y^2}{2U}} dy + \frac{l_0}{U} \left( 1 + \frac{2l_0}{U} \right) e^{-\frac{y^2}{2U}} + \frac{l_0}{U} e^{-\frac{y^2}{2U}} \left( 1 - y \right) + \frac{2l_0}{U} \left( 1 - \frac{l_0}{U} \right) e^{-\frac{y^2}{2U}} \right].
\] (38b)
The numerical results for $\tau_{{\text{shape-TPS}}}^{{\text{y}}|x \_A}$ and $\tau_{{\text{shape-TPS}}}^{{\text{y}}|x \_B}$ confirm the accuracy of our approximate theoretical predictions for the mean TPS shown in Eqs. (28) and (35), as illustrated in Fig. 4. Note the complex way in which the potential height $U$ enters these expressions.

The mean TPS for various potential heights $U$ and noise intensity $I_0$ is shown in Fig. 4(a) and 4(b), corresponding to the two directions of transition paths, respectively. Fig. 4(a) shows that the mean TPS increases with decreasing potential height, in accordance with results (38a) and (38b). It also shows that the noise intensity has a beneficial effect, such that higher noise intensity effects shorter mean TPS. A similar phenomenon can be observed in the Fig. 5. We also see that the numerical results from the FFS scheme nicely verify the approximate theoretical results. The difference between the theoretical and numerical results decreases with increase of $U$. Remarkably, the mean TPS of the system in the two directions is indeed symmetrical for the parameters in Fig. 4(a). We note that in all examples the maximum of the mean TPS curves are located right at the interval boundaries $x \_A$ or $x \_B$. This is a feature that is consistent for all examples considered here. In order to further detail the effect of the noise intensity on the mean TPS, in Fig. 4(c) we zoom into the central region of panel 4(b). We see that with increasing noise intensity $I_0$ the asymmetry of the mean TPS in forward and backward directions becomes increasingly distinct (both with respect to the crossing points and the amplitude difference between the two larger noise intensities). This is in fact a remarkable outcome for the mean TPS $\tau_{{\text{shape-TPS}}}^{{\text{y}}|x \_A}$ and $\tau_{{\text{shape-TPS}}}^{{\text{y}}|x \_B}$: the noise intensity of Poisson white noise alters the symmetry of the mean TPS with respect to forward/backward transitions, while the symmetry is fulfilled for any noise intensity in the case of Gaussian white noise sources. Note that for better visibility we only show the theoretical result in panel 4(c), for the two different directions, without the numerical results, as Fig. 4(b) demonstrates that theoretical and numerical results are in good agreement.

According to Eqs. (29) and (36), it is clear that a bigger $U$ or $I_0$ results to a smaller mean TPS as shown in Fig. 5.

4.1.2. Harmonic ramp

We proceed to study the mean TPS for the harmonic ramp potential $V(x) = -U(x - 1)^2/4$ shown in Fig. 1(b). The numerical FFS simulations for the stochastic process (1) are compared to our approximate theoretical results in Eqs. (28) and (35). As Fig. 6 demonstrates the general behavior is similar to the linear potential case considered previously. Namely, the mean TPS decreases with increasing potential height $U$ and increases with increasing noise intensity $I_0$. Concurrently the agreement between the numerical results and our approximate theory becomes increasingly better as the height of potential $U$ or the amplitude of the noise intensity $I_0$ grow. In Fig. 6(a) we show the effect of the potential.
height on the mean TPS. We observe that the mean TPS for the two directions become more asymmetric with increasing barrier height. As illustrated in Fig. 6(b), the mean TPS as a function of noise intensity increases with decreasing $I_0$ for both directions. Moreover, with decreasing noise intensity the asymmetry of the mean TPS becomes more pronounced as shown in the shaded part of panel 6(b). In both panels of Fig. 6 the agreement between the numerical FFS results and the theoretical approximation is very nice for all parameters.

In Fig. 7, we show the influence of $U$ and $I_0$ on the $T_{\text{shape}}^{TP}(y|x_A)$ and $T_{\text{shape}}^{TP}(y|x_B)$. With the increase of $U$ or $I_0$, both $T_{\text{shape}}^{TP}(y|x_A)$ and $T_{\text{shape}}^{TP}(y|x_B)$ show a decreasing trend. This also verifies the phenomenon shown in Fig. 6.

4.1.3. Inverted parabolic potential

Another paradigmatic case is the inverted parabolic potential $V(x) = -UX^2/2$, which corresponds to Fig. 1(c). To check the influence of the potential height and the noise intensity on the statistics of the mean TPS for this example, we show the FFS numerical results along with the theoretical approximation in Fig. 8. Overall very nice agreement is observed. When the potential height $U$ decreases the mean TPS increases, while it increases with decreasing noise intensity $I_0$, as revealed in panels 8(a) and 8(b).

In Figs. 8(a) and 8(b) the effect of the barrier height and the noise intensity on the asymmetry of the mean TPS cannot be clearly observed. Therefore, it is necessary to reduce the perturbation parameter to examine the symmetry of the mean TPS in more detail. In Fig. 8(c) we can see that, as the perturbation parameter $\epsilon$ decreases, the asymmetry of the mean TPS becomes more significant. Furthermore, the error of the approximate theoretical result becomes more significant, and therefore we present only the simulation results in Fig. 8(c). As observed before, an important piece of information from Fig. 8(c) is that Poisson white noise may effect asymmetries of the mean TPS with respect to the forward versus the backward transition.

The effect of $U$ and $I_0$ on the $T_{\text{shape}}^{TP}(y|x_A)$ and $T_{\text{shape}}^{TP}(y|x_B)$ as revealed in Fig. 9. With the increase of $U$ or $I_0$, both $T_{\text{shape}}^{TP}(y|x_A)$ and $T_{\text{shape}}^{TP}(y|x_B)$ decrease gradually.

4.2. Transition path time

4.2.1. Linear potential

To study the mean TPT for the stochastic process (1) driven by Poisson white noise we first consider the case of the linear potential function shown in Fig. 1. Approximate theoretical expressions for the mean TPT for the forward and backward directions were obtained in Eqs. (30) and (37). Accordingly we obtain the follow-
ing forms

\[ M_{11}(x_b) = \frac{2}{\mathcal{C}f_0^2} \left[ \frac{2 f_0}{U} \left( 1 - \frac{f_0}{U} \right) e^{\frac{U}{f_0}} + \frac{2 f_0}{U} \left( 1 + \frac{f_0}{U} \right) e^{-\frac{U}{f_0}} \right]. \]  \( (39a) \)

\[ \overline{M}_{11}(x_a) = \frac{2}{\mathcal{C}f_0^2} \left[ \frac{2 f_0}{U} \left( 1 - \frac{f_0}{U} \right) e^{\frac{U}{f_0}} + \frac{2 f_0}{U} \left( \frac{f_0}{U} + 1 \right) e^{-\frac{U}{f_0}} \right]. \]  \( (39b) \)

the remaining terms are derived in Appendix B. Obviously, both terms are equal and have a similar dependence on the barrier height \( U \) as the respective terms (38) for the mean TPS. The numerical results of the mean TPT for these three potential functions are also obtained by the FFS scheme.

Fig. 10 exhibits the mean TPT of transition paths with different heights of the potential, as derived from Eqs. (30) and (37). Fig. 10(a) shows the mean TPT of transition paths from \( x_0 \) to \( x_b \) as function of the noise intensity \( f_0 \). We see that the mean TPT decreases with increasing noise intensity \( f_0 \), as it should. Moreover, the mean TPT is has an increasing trend with decreasing potential height \( U \), albeit this difference becomes hardly distinguishable for large noise intensities. A similar behavior is observed in Fig. 10(b), which displays the mean TPT of transitions from \( x_A \) to \( x_B \) as function of the noise intensity \( f_0 \). The behaviour is analogous to panel Fig. 10(a). With the increase of \( U \), \( \tau^{TP}(x_B|X_A) \) decreases gradually as presented in Fig. 10(c). \( U \) has a similar effect on \( \tau^{TP}(x_A|X_B) \). In all cases the agreement with results from our theoretical approximation scheme is very good. The error \( |\tau^{TP}_{\text{theo}} - \tau^{TP}_{\text{sim}}| \) between the theoretical and the simulation results is indicated in Fig. 10(d), where \(|\cdot|\) denotes the absolute value. As can be seen the error increases approximately linearly with the perturbation parameter \( \varepsilon \).

As \( M_{11}(x_B) = \overline{M}_{11}(x_A) \) according to Eq. (39), it is the term containing the perturbation parameter \( \varepsilon \) that controls how much \( \tau^{TP}(x_B|X_A) \) and \( \tau^{TP}(x_A|X_B) \) differ from each other. Indeed, we can see from Eqs. (30) and (37) that when the perturbation parameter \( \varepsilon \) becomes large, the mean TPT \( \tau^{TP}(x_B|X_A) \) becomes increasingly disparate from \( \tau^{TP}(x_A|X_B) \). However, when \( \varepsilon \) is relatively large, our approximate theoretical results are no longer accurate. Therefore, we numerically compare the mean TPT in the two directions with variation of the barrier height when the noise intensity is relatively small, that is, the corresponding perturbation parameter \( \varepsilon \) is relatively large. The results are presented in Fig. 11. Indeed, as the noise intensity \( f_0 \) decreases, the mean TPT in the two directions is no longer equal. Similarly, it can be observed that as the barrier height \( U \) increases, the disparity between the mean TPT in the two direction becomes more prominent. We conclude that for the linear potential function, the noise intensity of the Poisson white noise and the barrier height can influence the degree of deviation of the mean TPT in the two directions.

4.2.2. Harmonic ramp

We now turn to the mean TPT behavior for the harmonic ramp potential driven by Poisson white noise. For this case we exhibit the curves based on Eqs. (30) and (37) for the two directions of the transition paths in Fig. 12. As before, the mean TPT decreases with increasing noise strength \( f_0 \) and with decreasing bar-
Fig. 14. (a) Mean TPT $r_{TP}(x_b|x_a)$ for transition paths from $x_b$ to $x_a$, where $I_b = [1, 28]$ and $\mathbb{E}[Y^2] = 10^{-2}$; (b) Mean TPT $r_{TP}(x_b|x_a)$ for transitions in the opposite direction from $x_a$ to $x_b$, where $I_b = [1, 28]$ and $\mathbb{E}[Y^2] = 10^{-2}$; (c) $r_{TP}(x_b|x_a)$ changes with $U$, where $U \in [1, 30]$ and $\mathbb{E}[Y^2] = 10^{-2}$. In both panels (a), (b) and (c) symbols represent results from the numerical FFS scheme while the lines represent our theoretical results based on Eqs. (30) and (37). (d) Absolute deviation between the theoretical and numerical results for the mean TPT.

The general behavior is in line with the previous results for the linear potential and the harmonic ramp.

Fig. 15 shows a somewhat surprising result in comparison to our previous analysis. Namely, when we compare the mean TPT in the two directions of transition paths for different barrier heights $U$ as function of the noise intensity $I_b$, the agreement between both is almost perfect in all cases. We conclude that for this potential type the symmetry is more robust in the analyzed parameter range, even in the presence of Poisson white noise.

5. Conclusions

We developed an approximation scheme for the mean TPS and the mean TPT of transitions paths across different barrier shapes for a stochastic process driven by Poisson white noise. In particular we obtained an asymptotic expression for the mean TPS and the mean TPT in the linear potential case. Combining the approximate results with a numerical FFS scheme we analyzed in detail the influence of the different model parameters of the potential function and the Poisson white noise on the mean TPS and the mean TPT. We observe generally very good agreement between the theoretical approximation and the numerical results, over the entire range of parameters that we analyzed. Deviations between numerical results and the approximate scheme naturally emerge when
the perturbation parameter assumes larger values, in particular, for low noise intensities and large barrier heights. This error can be decreased by taking additional terms in our expansion. However, the detailed theoretical analysis of this point is considerably more involved and will therefore be performed in a future work.

A remarkable result is the observed asymmetry between the mean TPS and the mean TPT of the process with respect to the forward versus backward direction of the transition paths. While for Gaussian white noise the symmetry persists over the entire parameter range, in the case of Poisson white noise we demonstrated how the asymmetry grows with higher barriers and lower noise intensities. Interestingly, the asymmetry was shown to also depend on the precise barrier shape: for the inverted parabolic potential the asymmetry turned out to be much reduced in the analyzed parameter range in comparison to the linear potential and the harmonic ramp. As for many realistic systems the assumption of Gaussian white noise as the nature of the driving stochastic force is not justified, this point will certainly deserve further study in the future.

Apart from Poisson white noise, it will be of interest to study the mean TPS and the mean TPT for other types of noise, in particular, for Lévy white noise. Indeed, for Lévy motion the first-passage and first-hitting dynamics is strikingly different from the case of Gaussian noise [48–50], such that we would expect interesting effects for the transition path dynamics, as well.
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Appendix A. Detailed theoretical results of the mean transition path shape of linear potential

A1. Mean transition path shape \( r_{\text{TP}}(y|x_a) \) of particle from \( x_a \) to \( y \)

For the linear case, \( V(x) = \frac{U(x-1)}{x} \), one can easily obtain

\[
\phi_{x_0}(y) = \frac{\alpha I_0}{U} \left[ 1 - e^{\frac{y}{U} (y-1)} \right],
\]

(A1)

where \( \alpha = \frac{V}{U} \left( 1 - e^{\frac{y}{U}} \right) \).

Then, the \( K_0^{(1)}(x_a | y) \) has the following form:

\[
K_0^{(1)}(x_a | y) = \phi_{x_0}(y) \int_y^{x_a} \int_x^y \frac{2}{I_0} \phi_{x_0}(s) e^{-\frac{y}{U} V(s)} \frac{ds}{s} e^{\frac{y}{U} V(s)} dx - \phi_{y_0}(y) \int_y^{x_a} \int_x^y \frac{2}{I_0} \phi_{x_0}(s) e^{-\frac{y}{U} V(s)} \frac{ds}{s} e^{\frac{y}{U} V(s)} dx
\]

\[
= \phi_{x_0}(y) \left\{ \frac{2}{I_0} \left[ \frac{I_0}{U} + \frac{I_0}{U} \right] \right\} - \phi_{y_0}(y) \left\{ \frac{2}{I_0} \left[ \frac{I_0}{U} + \frac{I_0}{U} \right] \right\}.
\]

(A2)

where \( c = e^{\frac{y}{U}} - e^{\frac{y}{U}} \). \( M_{12}(y) = 2 \phi_{y_0} \left( 1 - \frac{2I_0}{U} \right) e^{\frac{y}{U}} - \frac{1}{U} ye^{\frac{y}{U}} + \frac{1}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} - \frac{1}{U} ye^{\frac{y}{U}} \).

Meanwhile,

\[
M_{21}(y) = \int_y^{x_a} \int_x^y \frac{2}{I_0} G_{11}(s) e^{-\frac{y}{U} V(s)} \frac{dx}{x} e^{\frac{y}{U} V(s)} dx
\]

\[
= \frac{2}{I_0} \left\{ \frac{I_0}{U} + \frac{I_0}{U} \right\} \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right] \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right] + \frac{2I_0}{U} \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right] \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right]
\]

(A3)

where \( \alpha = \frac{2}{U} \left( 1 - \frac{I_0}{U} \right) e^{\frac{y}{U}} + \frac{I_0}{U} \left( 1 + \frac{I_0}{U} \right) e^{\frac{y}{U}} \). and

\[
M_{22}(y) = \int_y^{x_a} \int_x^y \frac{2}{I_0} G_{12}(s) e^{-\frac{y}{U} V(s)} \frac{dx}{x} e^{\frac{y}{U} V(s)} dx
\]

\[
= \frac{2}{I_0} \left\{ \frac{I_0}{U} + \frac{I_0}{U} \right\} \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right] \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right] + \frac{2I_0}{U} \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right] \left[ \frac{I_0}{U} \left( y + 1 \right) - \frac{I_0}{U} \left( 1 + \frac{2I_0}{U} \right) e^{\frac{y}{U}} \right]
\]

(A4)

According to Eq. (22), one has

\[
\phi_{x_a}(y) = \frac{I_2 \alpha I_2}{I_0} \left\{ \left[ \frac{I_0}{U} + 2 \right] e^{\frac{y}{U}} - \frac{I_0}{U} \right\} \phi_{x_0}(y) - \left[ \frac{I_0}{U} + 2 \right] e^{\frac{y}{U}} \phi_{x_0}(y) + \left[ \frac{I_0}{U} + 2 \right] e^{\frac{y}{U}} \phi_{x_0}(y) + \frac{I_0}{U} \phi_{y_0}(y) + \frac{I_0}{U} \phi_{y_0}(y).
\]

(A7)

where \( G_{11}(y) = \frac{I_2 \alpha I_2}{I_0} \left[ \phi_{x_0}(y) \right] \). \( G_{12}(y) = \phi_{x_0}(y) \). \( M_{21}(y) = M_{21}(y) + M_{22}(y) \). \( M_{22}(y) = M_{22}(y) + M_{22}(y) \).
A2. Mean TPS $\tau_{\text{shape}}^{TP}(y|x_b)$ of particle from $x_b$ to $y$

For the particle in the linear potential from $x_b$ to $y$, we get

$$
\phi_{b_0}(y) = \frac{a_0}{2} \left[ e^{-\frac{2}{3} (y-1)} - e^{-\frac{2}{3}} \right].
$$

Then, the $K_{(1)}^0(x_b|y)$ could be derived from Eq. (34)

$$
K_{(1)}^0(x_b|y) = \int_{x_b}^{x} \int_{x_b}^{y} \frac{2}{B_0} \phi_{b_0}(s) e^{-\frac{2}{3} y(s)} d e^{\hat{z} V(x)} dx - \phi_{b_0}(y) \int_{x_b}^{y} \int_{x_b}^{y} \frac{2}{B_0} \phi_{b_0}(s) e^{-\frac{2}{3} y(s)} d e^{\hat{z} V(x)} dx
$$

$$
= \phi_{b_0}(y) \frac{2}{B_0} \left[ \frac{L_0}{U} \left( 1 - \frac{L_0}{U} \right) e^{-\frac{2}{3} y} + \frac{L_0}{U} \left( \frac{2L_0}{U} - 1 \right) e^{-\frac{2}{3}} y + \frac{L_0}{U} e^{-\frac{2}{3} (1-y)} \right]
$$

$$
- \phi_{b_0}(y) \frac{2}{B_0} \left[ \frac{L_0}{U} \left( 1 + \frac{2L_0}{U} \right) e^{-\frac{2}{3} y} + \frac{L_0}{U} \left( \frac{1 - 2L_0}{U} \right) e^{-\frac{2}{3}} y + \frac{L_0}{U} e^{-\frac{2}{3} y} \right].
$$

(A9)

where $M_{12}(y) = \frac{2}{B_0} \left[ \frac{L_0}{U} \left( 1 + \frac{2L_0}{U} \right) e^{-\frac{2}{3} y} + \frac{L_0}{U} \left( \frac{1 - 2L_0}{U} \right) e^{-\frac{2}{3}} y + \frac{L_0}{U} e^{-\frac{2}{3} y} \right]$

Moreover,

$$
M_{21}(y) = \int_{x_b}^{y} \int_{x_b}^{y} \frac{2}{B_0} G_{21}(s) e^{-\frac{2}{3} y(s)} d e^{\hat{z} V(x)} dx
$$

$$
= \frac{L_0}{U} \left( \frac{B_0}{U} - 4\alpha U \right) \left[ \frac{L_0}{U} \left( 2 - \frac{L_0}{U} \right) + \frac{L_0}{U} \left( 1 - \frac{2L_0}{U} \right) e^{-\frac{2}{3} y} - \frac{L_0}{U} e^{-\frac{2}{3} y} \right]
$$

$$
- \frac{L_0}{U} \left( \frac{B_0}{U} - 2\alpha U \right) \left[ \frac{L_0}{U} \left( 2 - \frac{L_0}{U} \right) + \frac{L_0}{U} \left( 1 - \frac{2L_0}{U} \right) e^{-\frac{2}{3} y} - \frac{L_0}{U} e^{-\frac{2}{3} y} \right].
$$

(A10)

and

$$
M_{22}(y) = \int_{x_b}^{y} \int_{x_b}^{y} \frac{2}{B_0} G_{21}(s) e^{-\frac{2}{3} y(s)} d e^{\hat{z} V(x)} dx
$$

$$
= \frac{L_0}{U} \left( \frac{B_0}{U} - 4\alpha U \right) \left[ \frac{L_0}{U} \left( 2 - \frac{L_0}{U} \right) + \frac{L_0}{U} \left( 1 - \frac{2L_0}{U} \right) e^{-\frac{2}{3} y} - \frac{L_0}{U} e^{-\frac{2}{3} y} \right]
$$

$$
- \frac{L_0}{U} \left( \frac{B_0}{U} - 2\alpha U \right) \left[ \frac{L_0}{U} \left( 2 - \frac{L_0}{U} \right) + \frac{L_0}{U} \left( 1 - \frac{2L_0}{U} \right) e^{-\frac{2}{3} y} - \frac{L_0}{U} e^{-\frac{2}{3} y} \right].
$$

(A11)

Then,

$$
\phi_{b_0}(y) = \frac{L_0}{U} \left( \frac{B_0}{U} - 4\alpha U \right) \left[ \frac{L_0}{U} \left( 2 - \frac{L_0}{U} \right) + \frac{L_0}{U} \left( 1 - \frac{2L_0}{U} \right) e^{-\frac{2}{3} y} - \frac{L_0}{U} e^{-\frac{2}{3} y} \right].
$$

(A14)

where $G_{21}(y) = \frac{L_0}{U} \left( \frac{B_0}{U} - 4\alpha U \right) \left( x_b|y \right)$, $G_{22}(y) = \phi_{b_0}(y)$, $M_{21}(y) = M_{21}(y) + M_{21}(y)$, $M_{22}(y) = M_{22}(y) + M_{22}(y)$. 

Appendix B. Detailed theoretical results of the mean transition path time of linear potential

B1. Mean TPT $\tau_{\text{TP}}^{TP}(x_a|x_b)$ of particle from $x_b$ to $x_a$

The main term of the mean TPT as shown in the Eq. (39) of a particle in the linear potential function from $x_b$ to $x_a$ is

$M_{11}(x_b) = \frac{2}{c_0} \left[ \frac{L_0}{U} \left( 1 - \frac{L_0}{U} \right) e^{-\frac{2}{3} y} + \frac{L_0}{U} e^{-\frac{2}{3} y} \right].$
According to the Eq. (27)

\[ M_{211}(x_B) = \int_{x_A}^{x_B} \int_{x_A}^{x_B} \frac{2}{l_0} G_{11}(s) e^{-\frac{2}{\eta} V(x)} d\sigma e^{\frac{2}{\eta} V(x)} dx \]

\[ = \frac{l_2}{12l_0} \left( 4aU \frac{l_0}{l_6} - \frac{\alpha aU^3}{l_6} \right) \left[ \frac{l_0^2}{U^2} - \frac{l_0}{U} \left( 2 + \frac{l_0}{U} \right) e^{-\frac{U}{\eta}} \right] \]

\[ + \frac{l_2 U^2}{6cl_0^2} \left[ \frac{l_0}{U} \left( \frac{l_0^2}{U^2} + 2l_0^2 + 2 \right) e^{-\frac{U}{\eta}} - \frac{l_0^2}{U^3} e^{-\frac{U}{\eta}} \right]. \] (B2)

\[ M_{212}(x_B) = \int_{x_A}^{x_B} \int_{x_A}^{x_B} \frac{2}{l_0} G_{12}(s) e^{-\frac{2}{\eta} V(x)} d\sigma e^{\frac{2}{\eta} V(x)} dx \]

\[ = \frac{\alpha l_2 U^2}{6cl_0^2} \left[ \left( \frac{l_0}{U} + 2 \right) e^{-\frac{U}{\eta}} - \frac{l_0}{U} \left[ 2l_0 + \frac{l_0}{U} \left( 1 - \frac{l_0}{U} \right) e^{\frac{U}{\eta}} + 2 \left( 1 + \frac{l_0}{U} \right) e^{-\frac{U}{\eta}} \right] \right. \]

\[ + \frac{\alpha l_2 U^2}{6cl_0^2} \left. \left[ \frac{l_0}{U} \left( \frac{3l_0^2}{U^2} + 4l_0^2 + 2 \right) e^{\frac{U}{\eta}} + \frac{l_0^2}{U^3} \left( 2 - \frac{3l_0}{U} \right) e^{-\frac{U}{\eta}} \right] \right]. \] (B3)

And in the Eq. (22)

\[ N_1(y) = \int_{x_A}^{y} \int_{x_A}^{y} \frac{2}{l_0} G_{11}(s) e^{-\frac{2}{\eta} V(x)} d\sigma e^{\frac{2}{\eta} V(x)} dx \]

\[ = \frac{\alpha l_2 U^2}{12l_0^2} \left[ ye^{\frac{U}{\eta}(y-1)} - \left( 1 + \frac{l_0}{U} \right) e^{\frac{U}{\eta}(y-1)} + \left( 2 + \frac{l_0}{U} \right) e^{-\frac{U}{\eta}} \right]. \] (B4)

we could obtain

\[ N_1(x_B) = \frac{\alpha l_2 U^2}{12l_0^2} \left[ \left( 2 + \frac{l_0}{U} \right) e^{-\frac{U}{\eta}} - \frac{l_0}{U} \right]. \] (B5)

B2. Mean TPT \( \tau^{TP}(x_B|x_A) \) of particle from \( x_A \) to \( x_B \)

The main term of the mean TPT as shown in the Eq. (34) of a particle in the linear potential function from \( x_A \) to \( x_B \) is

\[ \overline{M}_{11}(x_A) = \frac{2}{c l_0} \left[ \frac{2l_0}{U} \left( 1 - \frac{l_0}{U} \right) e^{\frac{U}{\eta}} + \frac{l_0}{U} \left( 1 + \frac{l_0}{U} \right) e^{-\frac{U}{\eta}} \right]. \] (B6)

We can also get some terms as presented in Eq. (34)

\[ \overline{M}_{211}(x_A) = \int_{x_A}^{x_B} \int_{x_A}^{x_B} \frac{2}{l_0} G_{21}(s) e^{-\frac{2}{\eta} V(x)} d\sigma e^{\frac{2}{\eta} V(x)} dx \]

\[ = \frac{l_2}{12l_0} \left( \frac{\alpha aU^3}{l_6} - 4aU \frac{l_0}{l_6} \right) \left[ \frac{l_0^2}{U^2} - \frac{l_0}{U} \left( 2 + \frac{l_0}{U} \right) e^{-\frac{U}{\eta}} \right] \]

\[ - \frac{l_2 U^2}{6cl_0^2} \left[ \frac{l_0}{U} \left( \frac{l_0^2}{U^2} - 2l_0^2 + 2 \right) e^{\frac{U}{\eta}} - \frac{l_0^2}{U^3} e^{-\frac{U}{\eta}} \right]. \] (B7)

\[ \overline{M}_{212}(x_A) = \int_{x_A}^{x_B} \int_{x_A}^{x_B} \frac{2}{l_0} G_{22}(s) e^{-\frac{2}{\eta} V(x)} d\sigma e^{\frac{2}{\eta} V(x)} dx \]

\[ = \frac{\alpha l_2 U^2}{6cl_0^2} \left[ \left( 2 - \frac{l_0}{U} \right) + \frac{l_0}{U} e^{-\frac{U}{\eta}} \right] \left[ 2l_0 - \frac{l_0}{U} \left( 1 + \frac{l_0}{U} \right) e^{\frac{U}{\eta}} \right] \]

\[ - \frac{\alpha l_2 U^2}{6cl_0^2} \left[ \frac{l_0}{U} \left( 3l_0^2 - 2l_0^2 + 2 \right) - \frac{l_0^2}{U^3} \left( 2 + \frac{l_0^2}{U} + 2 \right) e^{-\frac{U}{\eta}} \right]. \] (B8)

Meanwhile, according to Eq. (32b), we also need to calculate

\[ \overline{N}_1(y) = \int_{y}^{x_B} \int_{y}^{x_B} \frac{2}{l_0} G_{21}(s) e^{-\frac{2}{\eta} V(x)} d\sigma e^{\frac{2}{\eta} V(x)} dx \]

\[ = \frac{\alpha l_2 U^2}{12l_0^2} \left[ 2 - \frac{l_0}{U} - ye^{\frac{U}{\eta}(y-1)} + \left( \frac{l_0}{U} - 1 \right) e^{\frac{U}{\eta}(y-1)} \right]. \] (B9)

then

\[ \overline{N}_1(x_A) = \frac{\alpha l_2 U^2}{12l_0^2} \left( 2 - \frac{l_0}{U} + l_0 e^{-\frac{U}{\eta}} \right). \] (B10)