Kramers-like escape driven by fractional Gaussian noise
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We investigate the escape from a potential well of a test particle driven by fractional Gaussian noise with Hurst exponent $0<H<1$. From a numerical analysis we demonstrate the exponential distribution of escape times from the well and analyze in detail the dependence of the mean escape time on the Hurst exponent $H$ and the particle diffusivity $D$. We observe different behavior for the subdiffusive (antipersistent) and superdiffusive (persistent) domains. In particular, we find that the escape becomes increasingly faster for decreasing values of $H$, consistent with previous findings on the first passage behavior. Approximate analytical calculations are shown to support the numerically observed dependencies.
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I. INTRODUCTION

Anomalous diffusion is characterized by a deviation from the classical linear time dependence $\langle x^2(t) \rangle \propto t$ of the mean squared displacement. Such anomalies range from ultraslow transport $\langle x^2 \rangle \cong \log t$ as discovered in Sinai diffusion or in iterated maps [1,2], up to cubic diffusion $\langle x(t) \rangle \propto t^3$ in random walk processes with correlated jump lengths [3] or for the relative coordinate of two particles encountered in turbulent Richardson flow [4,5]. Here, we are interested in anomalous diffusion of the power-law type [6,7]$$\langle x^2(t) \rangle = 2Dt^{2H},$$where $H$ is the Hurst exponent and $D$ the generalized diffusion coefficient of dimension $[D]=\text{cm}^2/\text{sec}^{2H}$. Depending on the magnitude of $H$ we observe subdiffusion ($0<H<1/2$) or superdiffusion ($1/2<H<1$). The limits $H=1/2$ and $H=1$ correspond to ordinary Brownian diffusion or ballistic motion, respectively. For one-particle motion ballistic transport is the upper limit of spreading when the particle has a finite maximum velocity.

Anomalous diffusion of the power law form Eq. (1) is observed in a multitude of systems. In particular, subdiffusion was found for the motion of charge carriers in amorphous semiconductors [8,9], the spreading of tracer molecules in subsurface hydrology [10], diffusion on random site percolation clusters [11] as well as the motion of tracers in the crowded environment of biological cells [12] or in reconstituted biological systems [13], among many others. Examples for superdiffusion include active motion in biological cells [14], tracer spreading in layered velocity fields [15], turbulent rotating flows [16], or in bulk mediated surface exchange [17].

The probabilistic approach to normal diffusion was put forward by Einstein in his seminal 1905 work [18], and is based on three postulates. In brief, these can be formulated as follows: (i) The motion of a particle is characterized by a finite correlation time $\tau_{\text{cor}}$. (ii) Its displacements during the subsequent time intervals exceeding $\tau_{\text{cor}}$ can be considered as independent, equally distributed random variables. (iii) The displacements during these times are characterized by a finite second moment, and the root mean squared displacement can be associated with the mean free path length. The violation of each of these three postulates may lead to anomalous diffusion. Thus, the divergence of the correlation time is implemented in the continuous time random walk (CTRW) model; the divergence of the mean free path leads to Lévy flights; and the correlation between subsequent steps can be connected either with geometric restrictions (such as in the diffusion on fractals) or with very slowly decaying dynamical memory of the system, as it is the case for the models involving fractional Brownian motion (FBM). Therefore, the properties of anomalous diffusion differ strongly between the three cases discussed: the diffusion is Markovian in the case of Lévy flights and the one of geometrical restrictions (the correlation between the jump-jump direction enters only via the actual particle’s position on an inhomogeneous structure). In general, CTRW processes are non-Markovian in time, but the coupled pairs of waiting time and jump length form a Markov chain. Due to this property CTRW processes are often called semi-Markovian. Finally, the process is genuinely non-Markovian for the case of FBM.

In the CTRW model [8,19] each jump is characterized by a variable jump length and waiting time drawn from associated probability densities. CTRW theory includes (i) subdiffusion when the variance of jump lengths is finite but the waiting times have an infinite characteristic time; (ii) Lévy flights when the mean waiting time is finite but the jump length variance diverges; and (iii) Lévy walks in which waiting times and jump lengths are coupled, producing sub-ballistic superdiffusion with finite variance. The escape over a potential barrier for subdiffusion and Lévy flights was studied recently [20–23].
The correlations introduced by restricted geometries are pertinent to many models of diffusion on fractal structures, known to give rise to anomalous transport \([11,24]\). The first passage problems on these structures were considered to some detail, see e.g., \([25,26]\).

FBM was originally introduced by Kolmogorov [27] and reintroduced by Mandelbrot and van Ness [28]. FBM is a self-similar Gaussian process with stationary increments [29,30]. The FBM mean squared displacement follows Eq. (1), and the Hurst exponent \(H\) of the fractional Gaussian noise varies in the full range \(0<H<1\). Uncorrelated, regular Brownian motion corresponds to \(H=1/2\). For \(0<H<1/2\) the prefactor in the noise autocorrelation is negative (see below), rendering the associated antipersistent process subdiffusive. That means that a step in one direction is likely followed by a step in the other direction. Conversely, in the case \(1/2<H<1\) the motion is persistent, effecting sub-ballistic superdiffusion in which successive steps tend to point in the same direction. FBM is used to model a variety of processes including monomer diffusion in a polymer chain [31], single file diffusion [32], diffusion of biopolymers in the crowded environment inside biological cells [33], long term storage capacity in reservoirs [34], climate fluctuations [35], econophysics [36], and teletraffic [37]. However, we note that one should be cautious while applying FBM, since the barrier crossing for FBM, before drawing our conclusions in Sec. IV. In Appendixes A–E, we describe the numerical analysis of the FBM Kramers escape. The potential barrier height is \(\Delta V=1\). Dimensionless units.

\[
p(t) = \exp\left(-\frac{t}{T}\right).
\]

(2)

This corresponds to the relaxation mode of the lowest eigenvalue [41,48,49]. In Eq. (2) the characteristic escape time \(T\) is proportional to the Arrhenius factor of the barrier height \(\Delta V\).

\[
T \approx \exp\left(\frac{\Delta V}{k_B\theta}\right).
\]

(3)

In what follows we demonstrate from simulations and analytical considerations that the exponential decay Eq. (2) is preserved in FBM processes due to the stationary nature of FBM, while the activation pattern Eq. (3) becomes explicitly dependent on the Hurst exponent. This \(H\) dependence is different for the antipersistent and persistent cases. Remarkably slow diffusion leads to fast escape, that is, the lower the value of \(H\) is chosen the faster the escape from the potential well becomes. This observation is consistent with the first passage behavior of FBM that is known analytically, and analyzed numerically in Appendix B.

We first investigate FBM driven Kramers escape by numerical integration of the Langevin equation subject to fractional Gaussian noise in Sec. II. In particular, we analyze the distribution of escape times and the dependence of the mean escape time on the Hurst exponent \(H\) and the noise strength \(D\). In Sec. III, we develop an approximate analytical approach to the barrier crossing for FBM, before drawing our conclusions in Sec. IV. In Appendixes A–E, we describe the numerical algorithms used to generate antipersistent and persistent FBM, and we validate in detail that these truthfully produce FBM. We also briefly discuss the consistency of our results for the case of a potential well that is finite on both sides.

**II. NUMERICAL ANALYSIS**

In this Section we set up the Langevin description of FBM for external Gaussian noise and present extensive
simulations results for the barrier crossing behavior.

A. Langevin equation with fractional Gaussian noise

We employ the overdamped Langevin equation for the position variable \( x(t) \) in the presence of an external potential \( V(x) \),
\[
\frac{dx(t)}{dt} = -\frac{1}{m \gamma} \frac{dV(x)}{dx} + \sqrt{D} \xi(t),
\]
(4)
where \( m \) is the particle mass, \( \gamma \) the friction constant, \( \xi(t) \) is the fractional Gaussian noise, and \( D \) is its intensity. The chosen initial condition is \( x(0)=0 \). To study the activated escape from a potential well, in what follows we use an harmonic potential of the form
\[
V(x) = \begin{cases} 
\frac{a}{2} x^2, & -\infty < x \leq \sqrt{2} \\
-\infty, & x > \sqrt{2},
\end{cases}
\]
(5)
with a truncation at positive \( x=\sqrt{2} \), compare Fig. 1. The infinite potential jump renders it impossible for a particle to return inside the potential well and thus corresponds to an absorbing boundary condition. We note that we compared our simulations for the potential Eq. (5) to the escape from an harmonic potential with symmetric truncation,
\[
V(x) = \begin{cases} 
\frac{a}{2} x^2, & -\sqrt{2} \leq x \leq \sqrt{2} \\
-\infty, & x > \sqrt{2},
\end{cases}
\]
(6)
finding qualitative agreement with the results reported herein with respect to the dependence of the distribution of escape times and the dependence of the mean escape time on Hurst exponent and noise strength, see Appendix E.

In continuous time the fractional Gaussian noise \( \xi_f(t) \) is understood as a derivative of the FBM [28,30]. This is a stationary Gaussian process with an autocorrelation function that in the long time limit decays as
\[
\langle \xi_f(0) \xi_f(t) \rangle \sim 2H(2H-1)t^{2H-2},
\]
(7)
for \( 0 < H < 1 \), \( H \neq 1/2 \). Note that in the antipersistent case, \( 0 < H < 1/2 \), the autocorrelation function of the fractional Gaussian noise is negative at long times. At \( H=1/2 \) we have a delta-correlated white noise. In a discrete time approximation used in numerical simulations below the autocorrelation function of the noise reads [30]
\[
\langle \xi_f(0) \xi_f(n) \rangle = [(n+1)^{2H} - 2n^{2H} + (n-1)^{2H}].
\]
(8)
The continuum approximation Eq. (7) is obtained from Eq. (8) in the limit of large \( n \) and identifying \( n \to t \). In what follows in analytical calculations and numerical simulations we use the probability density function (PDF) of the fractional Gaussian noise
\[
\phi(\xi) = \frac{1}{\sqrt{4\pi}} \exp\left( -\frac{\xi^2}{4} \right),
\]
(9)
with variance 2.

Replacing \( x \to (m \gamma/a)^{H+1} x \) and \( t \to (m \gamma/a)t \) we pass to reduced variables:
\[
\frac{dx(t)}{dt} = -x + \sqrt{D} \xi_f(t).
\]
(10)
The time-discretized version of Eq. (10) acquires the form
\[
x_{n+1} - x_n = -x_n \delta t + \sqrt{D} \delta t \xi_f(n),
\]
where \( \delta t \) is a finite time step.

We applied the methods described in [50,51] for simulating fractional Gaussian noise with \( H < 1/2 \) and \( H > 1/2 \), respectively, as detailed in Appendix A. In the simulations the Hurst index \( H \) was varied within the range \( [0.1, 0.85] \), whereas the noise intensity \( D \) covered values from 1/6 to 1/2. Correspondingly, the escape time varied in a range covering three orders of magnitude.

B. Numerical results for FBM Kramers escape

In our simulations we follow the motion of the test particle governed by the discrete Langevin Eq. (11) in the harmonic potential with one-sided truncation, Eq. (5). Once the particle crosses the point \( x=\sqrt{2} \) it is removed, and the next particle started. This setup is depicted in Fig. 1.

We first focus on the PDF of the first escape time from the potential well. In Fig. 2 we demonstrate that, in analogy to the classical case \( (H=1/2) \) the PDF of the first escape time decays exponentially with time, see Eq. (2). This exponential decay is observed nicely in the simulations data over the entire range of the Hurst exponent. In the double-logarithmic plot in part (b) of Fig. 2 one can see a common envelope of the curves for all values of \( H \). Indeed the shoulders of the individual exponential PDFs are located at points in time where \( t=T \), i.e., where the value of the PDFs is exactly \( 1/(eT) \). This is the straight line plotted in Fig. 2, showing good agreement, with a slight underestimation for persistent Hurst exponents.

In Fig. 3 we demonstrate that the mean escape time \( T \) follows an exponential behavior as function of the inverse noise intensity, \( 1/D \), in analogy to the classical Kramers case. We observe that in both persistent and antipersistent cases this functional dependence may be approximated by a linear fit of the form
\[
\ln T(D;H) = a(H) + \frac{b(H)}{D},
\]
(12)
where both fitting coefficients \( a \) and \( b \) are functions of the Hurst exponent \( H \). These, in turn, show different behavior for antipersistence and persistence of the motion:

(i) In the persistent case \( 1/2 \leq H < 1 \) both coefficients are linear functions of the Hurst exponent. We found empirically from best fits that
\[
a(H \geq 1/2) = a_1 + a_2 H, \quad (13)
\]
\[
b(H \geq 1/2) = b_1 + b_2 H, \quad (14)
\]
where \( a_1 = -1.680, \ a_2 = 4.869, \ b_1 = 1.051, \) and \( b_2 = -0.399. \) The good quality of this linear description is seen in part (b) of Fig. 3.
The best fit parameters are determined as \( a_1 = -3.019, \ a_2 = 7.296, \ b_1 = 0.705, \ b_2 = 1.490 \) and \( b_3 = -2.281 \). Again, Fig. 3 demonstrates good agreement with this chosen \( H \)-dependence. In Fig. 4, we show the quality of these fits (solid curves) on a linear scale. Note the deviations from the exponential behavior when the noise intensity becomes too large [in our simulation for values \( D > 1 \)]. In that case the high barrier limit is violated and the results obtained herein are no more applicable, in correspondence to regular Brownian barrier crossing behavior.

The general agreement with the law Eq. (12) is excellent, keeping in mind that the error of the simulations data is of the magnitude of the points. Remarkably the characteristic escape time increases from low to high Hurst exponent. In other words, the less persistent motion shows the faster escape. This observation is consistent throughout our simulations. In particular, this behavior is not qualitatively changed.

(ii) Contrasting this behavior, in the antipersistent case the coefficient \( a(H) \) is still well described by a linear \( H \)-dependence, while \( b(H) \) is well represented by a parabolic dependence:

\[
a(H \leq 1/2) = \tilde{a}_1 + \tilde{a}_2 H, \tag{15}
\]

\[
b(H \leq 1/2) = \tilde{b}_1 + \tilde{b}_2 H + \tilde{b}_3 H^2. \tag{16}
\]

The simulations parameters: in the antipersistent case the time increment \( \delta t = 0.001 \), number of samples \( N_{\text{stat}} \) varied from \( 2^{13} = 8.2 \times 10^3 \) to \( 2^{21} = 2.1 \times 10^6 \), and finally the noise strength \( D = 0.25 \); in the persistent case we used \( \delta t = 0.001 \), \( N_{\text{stat}} = 20000 \), \( N_{\text{max}} = 2^{20} = 10^6 \), and \( D = 0.25 \). (b) PDF of the escape time in a log-log representation. The decay curves have a common envelope \( 1/(et) \) depicted by the straight gray line, see text.

FIG. 2. (a) Probability density function (PDF) of the escape time nicely demonstrating the exponential decay given by Eq. (2). The main plot depicts the persistent case \( (H = 0.55, 0.65, \text{and} 0.75) \), while in the inset we show the antipersistent case \( (H = 0.1, 0.2, \text{and} 0.3) \). Here we used the following simulations parameters: in the antipersistent case the time increment is \( \delta t = 0.001 \), the number of data points per sample \( N_{\text{max}} \) varied from \( 2^{13} = 8.2 \times 10^3 \) to \( 2^{21} = 2.1 \times 10^6 \), and finally the noise strength \( D = 0.25 \); in the persistent case we used \( \delta t = 0.001 \), \( N_{\text{stat}} = 20000 \), \( N_{\text{max}} = 2^{20} = 10^6 \), and \( D = 0.25 \).

FIG. 3. (a) Mean escape time \( T \) as function of inverse noise intensity \( 1/D \) in logarithmic scale. The simulations results are shown for Hurst exponents \( H = 0.85, 0.75, 0.65, 0.55, 0.5, 0.4, 0.3, 0.2, \text{and} 0.1 \) (top to bottom). The solid lines represent a linear fit. (b) Fitting coefficients \( a(H) \) and \( b(H) \) from Eq. (12). The inset shows \( b(H) \) for the antipersistent case at higher resolution. The symbols represent the values of \( a \) and \( b \) from the simulations, while the solid lines show the respective fits with Eqs. (13)–(16). Simulations parameters: in the antipersistent case we used the time increment \( \delta t = 0.001 \), number of samples \( N_{\text{stat}} = 10^5 \), and the data points per sample \( N_{\text{max}} \) varied from \( 2^{13} = 8.2 \times 10^3 \) to \( 2^{21} = 2.1 \times 10^6 \); in the persistent case \( \delta t \) ranges from 0.01 to 0.001, \( N_{\text{stat}} = 10^6 \), and \( N_{\text{max}} \) varied from \( 2^{13} = 8.2 \times 10^3 \) to \( 2^{18} = 2.6 \times 10^5 \).
for a parabolic potential of the type Eq. (6) with symmetric cutoff. An analogous effect of speedup for smaller Hurst exponent is also found for the first passage behavior of FBM on a half-line, compare Appendix B. In Fig. 5, the mean escape time is reanalyzed as a function of the Hurst exponent. In accordance with the results presented in Fig. 3, there is a parabolic dependence of \( \ln T \) versus \( H \) in the antipersistent case (\( 0 < H < 1/2 \)),

\[
\ln T = c_1 + c_2 H + c_3 H^2, \tag{17}
\]

where \( c_1 = \bar{a}_1 + \bar{b}_1 / D \), \( c_2 = \bar{a}_2 + \bar{b}_2 / D \), and \( c_3 = \bar{b}_3 / D \). In the persistent case \( 1/2 < H < 1 \) the relation is linear, corresponding to

\[
\ln T = c_1 + c_2 H, \tag{18}
\]

where \( c_1 = a_1 + b_1 / D \) and \( c_2 = a_2 + b_2 / D \). The agreement with the fit function is favorable, and the continuation between antipersistent and persistent cases appears relatively smooth. The latter supports the good convergence of the simulations algorithms used in the antipersistent and persistent regimes (see Appendix A). At the same time the difference between the behaviors in the two regimes (persistent versus antipersistent) is quite distinct.

Figure 6 shows an alternative way to represent the behavior from Figs. 3 and 5, namely, in terms of the ratio \( k(H) / k(H=1/2) \) of the escape rates (that is, the inverse mean escape times) as function of the deviation \( |H-1/2| \) from normal diffusion at \( H=1/2 \). The rates increase with decreasing Hurst exponent, i.e., the less persistent the motion is the higher becomes the corresponding rate. One can also see the difference between the parabolic dependence in the antipersistent case and the linear relation for persistent motion.

Finally, in Fig. 7, we explore the distribution of the results for the mean escape time between different samples of only 60 trajectories. Again we see the increased escape time at higher Hurst exponent. We also clearly observe that the variation around the average values increases significantly for higher Hurst exponent. In particular the noise for the plotted case \( H=0.5 \) is consistently smaller than for the Brownian limit \( H=1/2 \).

III. ANALYTICAL APPROACH TO THE ESCAPE FROM A POTENTIAL WELL DRIVEN BY FRACTIONAL GAUSSIAN NOISE

In this section, we derive analytical results for the escape behavior driven by fractional Gaussian noise. In particular we concentrate on the mean escape time and the autocorrelation function for FBM in an harmonic potential. We compare the results to the numerical findings from the preceding section.
A. Wilemski-Fixmann approximation

The investigation of first passage times for non-Markovian processes has a long history in mathematical literature, for instance, see [39,52–54], and appears in different fields of science, including chemical physics [42], polymer physics [55,56], and neuroscience [57]. However, no general theory exists for such processes, and different approximations are used depending on whether the process is Gaussian or not, whether its trajectories are differentiable or not, etc. Our analytical approach to the escape problem considered herein is based on a special case of the Wilemski-Fixmann approximation (WFA) [55] used in polymer physics [56]. As shown in [58] the application of the WFA to a first passage problem corresponds to a renewal approximation [59,60] in which, however, the correct Green’s functions of the original non-renewal processes are used. The WFA is essentially a first approximation in the perturbative series derived by Likhtman and Marques [61], while higher approximations lead to quite involved expressions.

Our theoretical approach starts from the relation

\[ G(x,t|x_0,0) = \delta(x-x_0) \delta(t) + \int_0^t F(x,t',x_0,0)G(x,t|x',t')dt', \]  

(19)

where \( G(x,t|x_0,0) \) is the conditional probability to find the particle at position \( x \) at time \( t \), provided that it started at \( x_0 \) at time \( t=0 \). Moreover, \( F(x,t,x_0,0) \) represents the first passage time PDF to cross the distance \( |x-x_0| \) during the time interval \( t \), and \( G(x,t|x',t') \) is the conditional probability to be at \( x \) at time \( t \), provided \( x \) was visited earlier at time \( t' \). If the inequality \( x_0 \neq x \) holds the \( \delta \)-term can be omitted. For a continuous Markovian process Eq. (19) is exact. Its meaning is that a particle, having started at \( x_0 \) at time 0 and being at a site \( x \) at time \( t \), might have visited \( x \) at some time \( t' \) before, departed from \( x \), and returned [59,60]. For the non-Markovian case Eq. (19) neglects the correlations in the motion of the particle before and after the first passage through the point \( x \). Such correlations lead to the dependence of the return probability [expressed through \( G(x,t|x,t') \)] on the prehistory [58], and can be taken into account systematically in higher order approximations involving multipoint distribution functions [61]. The approximation given by Eq. (19) may become incorrect in the case of strongly correlated (persistent) processes. In that case, our numerical results still show exponential first passage time behavior corresponding to a finite mean first passage time, while the WFA breaks down, as will be shown below.

To proceed recall that according to Bayes’ formula,

\[ G(x,t|x_0,0) = \frac{P(x,t|x_0,0)/P(x_0,0)}{G(x,t|x',t')} = \frac{P(x,t|x,x')}{P(x,t')} \]

where \( P(x,t|x,x') \) and \( P(x,t) \) are the corresponding two- and one-point probability densities. Equation (19) can therefore be rewritten in the form

\[ P(x,t;x_0,0) = P(x_0,0) \int_0^t F(x,t',x_0,0) \frac{P(x,t|x,x')}{P(x,t')} dt'. \]

(20)

Integration with respect to \( x_0 \) in Eq. (20) leads to the expression

\[ P(x,t) = \int_0^t F(x,t') \frac{P(x,t'|x,x')}{P(x,t')} dt', \]

(21)

where

\[ F(x,t') = \int_{-\infty}^\infty P(x_0,0)F(x,t',x_0,0)dx_0. \]

(22)

Thus, the first escape PDF \( F \) is obtained as an average over the initial distribution.

In what follows, we make use of the fact that in our numerical simulations the typical relaxation times for a particle in an harmonic potential well are much shorter than the typical mean escape times. Therefore the random process \( x(t) \) can be considered as stationary, that is, \( P(x,t) = P(x) \) and \( P(x,t|x,x') = P(x,x,x'-t') \). Transferring \( P \) from the left hand side to the right of Eq. (21) we find

\[ 1 = \int_0^t F(x,t') \frac{P(x,x,t-t')}{P^2(x)} dt'. \]

(23)

This relation converts to an algebraic equation after Laplace transformation,

\[ \frac{1}{s} = \tilde{F}(s) = \frac{\tilde{P}(x,x,s)}{P^2(x)} \]

(24)

Here we express the Laplace transform of a function \( f(t) \) as \( \tilde{f}(s) = \int_0^\infty f(t)\exp(-st)dt \). Since \( P(x,x,t) \to \infty \to P^2(x) \), we see
that \( \tilde{P}(x,x,s \to 0) \to P^2_H(x)/s \), and for small \( s \) we may expand \( \tilde{P}(x,x,s) \) in the form

\[
\tilde{P}(x,x,s) = \frac{P^2_H(x)}{s} + A(x) + O(s), \tag{25}
\]

where we use the abbreviation

\[
A(x) = \lim_{s \to 0} \left[ \tilde{P}(x,x,s) - \frac{P^2_H(x)}{s} \right] = \int_0^\infty \left[ P(x,x,t) - P^2_H(x) \right] dt.
\]

After inserting Eq. (25) into Eq. (24) we get

\[
\tilde{F}(x,s) = \frac{P^2_H(x)}{s\tilde{P}(x,x,s)} = \frac{P^2_H(x)}{P^2_H(x) + A(x)s} \approx 1 - \frac{A(x)}{P^2_H(x)} s + \cdots.
\]

Thus, with the use of Eq. (26), we find

\[
T(x) = -\frac{d}{ds} \tilde{F}(x,s)|_{s=0} = \frac{A(x)}{P^2_H(x)} = \int_0^\infty \left[ \frac{P(x,x,t)}{P^2_H(x)} - 1 \right] dt.
\]

We will use this result below.

Before proceeding two remarks are in order: First, we note that in the theory developed here we use the ensemble average over initial values \( x_0 \), while in the simulations we use \( x_0 = 0 \) for all trajectories. Nevertheless, we can employ Eq. (27) since typically the relaxation time is much shorter than the mean escape time and, therefore, the system quickly converges to the stationary state, which is independent of the initial condition. And second, when writing Eq. (25) we implicitly assume that the mean escape time exists. This is in accordance with the numerical observation that the escape time PDF has the simple exponential form Eq. (2).

**B. Mean escape time for Gaussian processes**

To proceed we exploit the Gaussian property of FBM processes. We recall the expressions for one- and two-point Gaussian PDFs, namely,

\[
P_{st}(x) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{x^2}{2\sigma^2} \right), \tag{29}
\]

where \( \sigma^2 = \langle x^2 \rangle_{st} \) is the variance in the stationary state of a particle in an harmonic potential well. Moreover,

\[
P(x,y,t) = \frac{1}{2\pi \sigma_x \sigma_y \sqrt{1 - g^2(t)}} \exp \left\{ -\frac{1}{2(1 - g^2)} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} - 2gxy \right) \right\}, \tag{30}
\]

where \( g(t) \) is the normalized autocorrelation function in the stationary state.

Thus, within our approximation

\[
P(x,y,t) = \frac{1}{2\pi \sigma_x \sigma_y \sqrt{1 - g^2(t)}} \exp \left\{ \frac{-\frac{x^2}{\sigma_x^2} - \frac{y^2}{\sigma_y^2} + 2gxy}{2(1 - g^2)} \right\}, \tag{32}
\]

and we obtain the mean time

\[
T(x) = \int_0^\infty \left\{ \frac{1}{\sqrt{1 - g^2(\tau)}} \exp \left( \frac{-\frac{x^2}{\sigma_x^2} - \frac{g(\tau)}{1 + g(\tau)}}{1 + g(\tau)} - 1 \right) \right\} d\tau.
\]

Here, we identified

\[
g(\tau) = \langle x(t)x(t + \tau) \rangle_{st} / \langle x^2 \rangle_{st}. \tag{34}
\]

Expressions \( \langle x(t)x(t + \tau) \rangle_{st} \) and \( \langle x^2 \rangle_{st} \) are calculated in Appendix C.

**C. Persistent and antipersistent cases**

Consider now the asymptotic behavior of the integrand in expression (33) at \( \tau \to \infty, x = \sqrt{2} \),

\[
\left\{ \cdots \right\} \approx \int_0^\infty \left[ 1 + \frac{g^2(\tau)}{2} \right] \left[ 1 + \frac{2g(\tau)}{\langle x^2 \rangle_{st} (1 + g(\tau))} \right] - 1 \approx \frac{2}{\langle x^2 \rangle_{st}} g(\tau).
\]

Since \( g(\tau) \sim \tau^{2H-2} \), the integrand decays slowly; the integral in Eq. (33) itself converges for \( H < 1/2 \) and diverges for \( H > 1/2 \).

Focusing at first on the antipersistent case we notice that according to Eq. (33) the main contribution comes from the integrand estimated at \( g(\tau) \sim 1 \), which immediately leads to (compare Appendix D)

\[
T = \exp \left( \frac{1}{\langle x^2 \rangle_{st}} \right), \tag{36}
\]

representing a generalization of the standard transition-state arguments to the FBM case. Recalling that for our harmonic potential, \( \langle x^2 \rangle_{st} = 4 \Gamma(2H + 1) \), we obtain an estimate for the coefficient \( b(H) \) in the empirical formula for the escape time, Eq. (12). Namely, we find

\[
b(H) = \frac{1}{\Gamma(2H + 1)}. \tag{37}
\]

Equation (37) provides a surprisingly good approximation to the behavior of \( b(H) \) obtained from the simulations, as shown in Fig. 8. In particular, approximation Eq. (37) shows the nontrivial maximum for intermediate \( H \) values. Figure 9 shows the values for the mean escape time obtained from our simulations of the antipersistent process with \( 0 < H < 1/2 \), along with the behavior predicted by Eqs. (33) and (34).

In the persistent case the integral in expression (33) diverges. We show that a suitable truncation at some upper bound \( \tau_{cut} \) leads to a quite good agreement with the behavior recovered from simulations. Physically such a truncation al-
The understanding of fractional Brownian motion in several aspects remains formidable. We expect that this work contributes toward the demystification of this seemingly simple stochastic process.
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APPENDIX A: DESCRIPTION OF FBM GENERATORS

Here we briefly describe the generators with which we simulated FBM. It should be noted that the generators pro-

IV. SUMMARY

In this work, we present an extensive analysis of the generalized Kramers escape from a potential well for a particle subject to fractional Brownian motion. Specifically we con-

FIG. 8. Coefficient $b(H)$ occurring in the empirical formula (12) for the mean escape time. Symbols: Values obtained from best fit. Solid line: Theoretical behavior described by Eq. (37).

FIG. 9. (Color online) Mean escape time $T$ as function of inverse noise intensity, $1/D$. Symbols: simulations results. The solid lines show the analytical result given by Eqs. (33) and (34) in the antipersistent case $0<H<1/2$. For persistent motion $1/2<H<1$ the solid lines represent a fit by Eqs. (33) and (34) based on numerical truncation of the integral in Eq. (33) with cutoff time $\tau_{cut} = 18$. 

sidered a particle whose motion is governed by the Langevin equation driven by external fractional Gaussian noise. The motion we consider is thus not subject to the fluctuation dissipation theorem. Potential applications for such behavior may, for instance, include geo- and astrophysical fluctuations, stock market pricing, or teletraffic.

Based on simulations and analytical derivations we showed that, despite the driving fractional Gaussian noise, the escape dynamics preserved the classical exponential shape of the distribution of escape times. Deviations from the behavior for regular Gaussian white noise are found in the activation dependence of the mean escape time on the noise intensity at different values of the Hurst exponent $H$.

The escape turns out to slow down for increasing value of the Hurst exponent. Thus in the persistent case $1/2<H<1$ the escape is slower than in the antipersistent case $0<H<1/2$, and the latter is faster than for ordinary Brownian motion. This somewhat surprising result is in accordance with previous results for the first passage time [39], where the scaling exponent of the first passage time distribution decreases for increasing $H$. We note that this observation is not restricted to the asymmetrically truncated harmonic potential used in this work, but also occurs for a symmetric truncation of the harmonic potential at $x=\pm \sqrt{2}$, compare the discussion in Appendix E.

Analyzing the detailed behavior of the mean escape time we find that the logarithm, $\log T$ in the entire simulations range $H=0.1,\ldots,0.85$ depends linearly on the inverse noise intensity, $1/D$. This activation dependence is, thus, preserved for both antipersistent and persistent cases. Conversely, the behavior of $\log T$ on the Hurst exponent shows a linear dependence in the persistent case, while in the antipersistent case we find a nonlinear dependence.

We note that fractional Brownian motion is an ergodic process in the sense that time and ensemble averages coincide, albeit the convergence to ergodicity is algebraically slow with the measurement time [62]. For sufficiently long averaging times the dynamic behavior of time and ensemble averages of individual trajectories should therefore be identical. This contrasts the behavior for continuous time random walk processes with diverging characteristic waiting times [63] or with correlations in waiting times or jump lengths [3].

The understanding of fractional Brownian motion in several aspects remains formidable. We expect that this work contributes toward the demystification of this seemingly simple stochastic process.
vide best results for either the antipersistent case $0 < H < 1/2$ or for the persistent case $1/2 < H < 1$.

A fast and precise (see the tests in Appendix B) generator for fractional Gaussian noise in the antipersistent case is described in [50]. In brief, the idea is as follows:

First, we define a function

$$R_0(n) = \frac{1}{2}[1 - (n/N_{\text{max}})^{2H}], \quad (A1)$$

for $0 \leq n \leq N_{\text{max}}$, and take $R_0(2N_{\text{max}} - n)$ for $N_{\text{max}} < n < 2N_{\text{max}}$, where $H$ is the Hurst parameter ($0 < H < 1/2$), $n$ is the number of steps corresponding to time in the continuous time limit, and $N_{\text{max}}$ is the length of the random sample. Second, we perform a discrete Fourier transformation of Eq. (A1), with $S_x(k) = F[R_0(n)]$.

We then define

$$X(k) = \begin{cases} 
0, & k = 0 \\
\exp(i\theta_k)\xi(k)\langle S_x(k) \rangle, & 0 < k < N_{\text{max}} \\
\xi(k)\langle S_x(k) \rangle, & k = N_{\text{max}} \\
X'(2N_{\text{max}} - k), & N_{\text{max}} < k < 2N_{\text{max}},
\end{cases} \quad (A2)$$

where the symbol $\ast$ stands for complex conjugation, $\theta_k$ are uniform random numbers from $[0, 2\pi)$, and $\xi(k)$ are Gaussian random variables with zero mean and variance equal to 2. All random variables are independent of each other.

Finally, we set $y(n) = x(n) - x(0)$, where $x(n) = F^{-1}[X(k)]$ is the inverse Fourier transformation of Eq. (A2). The quantity $y(n)$ represents a free process, i.e., in absence of an external force) fractional Brownian trajectory, which is to be differentiated with respect to time, to obtain fractional Gaussian random numbers. Since the variance $\langle \xi^2 \rangle$ depends on the number of steps $N_{\text{max}}$, it is normalized such that $\langle \xi^2 \rangle = 2$.

Despite the availability of several exact simulation methods, for the persistent case we chose an approximate but efficient simulation method. This generator exploits the spectral properties of fractional Gaussian noise [51]. The method uses the following steps:

(i) Take white Gaussian noise $\xi(t)$, where $t$ is an integer.

(ii) Calculate the spectral density of this Gaussian noise and perform a Fourier transformation, $S(k) = F[\xi(t)]$.

(iii) Introduce correlations multiplying it by $1/k^{H-1/2}$, where $1/2 < H < 1$.

(iv) Inverse Fourier transform $\xi_F(t) = F^{-1}[S(k)k^{1/2-H}]$, to obtain approximate fractional Gaussian noise with the index $H$.

(v) Normalize the noise.

In Appendix B, we demonstrate that this method reliably produces FBm.

We note that since we approximate the integral representation, this creates two types of errors, a “low-frequency” one due to the truncation of the limit of integration and a “high-frequency” one caused by replacing the integral by a sum. By using various tests, we estimated the best discretization parameters. We used the maximum sample length of $2^{24} = 1.7 \times 10^7$ steps, the time increment varying within the interval $[0.001, 0.01]$.

FIG. 10. Absolute value of the autocorrelation function of fractional Gaussian noise for the entire range of the Hurst exponent $H$ in a log-log scale as function of the number of time steps $n$. Inset: autocorrelation functions with the same Hurst indices for small numbers of steps $n$ on a linear scale. The numerical results are shown for $H=0.10, 0.45, 0.60$, and 0.80. The solid lines in the main graph correspond to the analytical solution (8). Simulations parameters: number of simulated samples $N_{\text{sim}}=20,000$, each of length $N_{\text{max}}=2^{13} \approx 8.2 \times 10^3$ for the antipersistent case, and $2^{15}=3.3 \times 10^4$ for the persistent case, respectively.

APPENDIX B: TESTING THE NUMERICAL ALGORITHM

To check our simulations algorithm based on numerical integration of the Langevin Eq. (11) we performed a number of tests to validate the FBM we create with the generators  

First, we calculated the autocorrelation function of the fractional Gaussian noise. As shown in Fig. 10, the simulated data show excellent agreement with the analytical result (solid lines) given by Eq. (8) for discrete time steps.

Second, we calculated the position mean squared displacement

$$\langle x_H(t)^2 \rangle = 2Dt^{2H}. \quad (B1)$$

and two-point correlation function

$$\langle x_H(t_1)x_H(t_2) \rangle = D(t_1^{2H} + t_2^{2H} - |t_1 - t_2|^{2H}). \quad (B2)$$

of free FBM, and compare with the analytical expressions for FBM in discrete time $n$ with time increments $\delta t=1$,

$$\langle x_H(n)^2 \rangle = 2Dn^{2H}, \quad (B3)$$

$$\langle x_H(n)x_H(1) \rangle = D(1 + n^{2H} - |n - 1|^{2H}). \quad (B4)$$

As demonstrated in Figs. 11 and 12, respectively, the agreement is excellent.

Third, solving Eq. (11) we calculated the mean squared displacement for a particle in an infinite harmonic potential well, as shown in Fig. 13. The initial condition was $x=0$, at the bottom of the potential well. The asymptotic analytical behaviors are represented by the initial free behavior $\langle x^2(t) \rangle \approx t^{2H}$ and the terminal saturation value $\langle x^2(t) \rangle_n$.
The observed scaling of the first passage time PDF \( \rho(t) \) compares very favorably with the analytical result from under the influence of fractional Gaussian noise, see Fig. 14. Also note that the slope of this power-law becomes flatter for increasing Hurst coefficient: the escape is slower for a more persistent FBM, i.e., a motion whose mean squared displacement grows faster. This \textit{a priori} surprising behavior is also seen for the escape from the potential well studied herein.

\[ p(t) = t^{-2H}. \]  

FIG. 11. Mean squared displacement for free FBM in log-log representation. The solid lines show the analytical expression (B3) while the symbols depict the simulations for different Hurst parameters ranging from \( H=0.1 \) (lowest curve) to \( H=0.8 \) (uppermost curve). Here, \( D \) was taken to be equal to 1, the time step \( \delta t=1 \), \( N_{\text{stat}}=20,000 \), and \( N_{\text{max}}=2^{10}=10^{3} \).

\( =D\Gamma(1+2H) \) at \( t \to \infty \) (for details, see Appendix C). This demonstrates that our generators also produce reliable behavior in an external potential.

Finally, we performed a simulation of a free particle escaping from a semi-infinite axis with absorbing boundary under the influence of fractional Gaussian noise, see Fig. 14. The observed scaling of the first passage time PDF \( p(t) \) compares very favorably with the analytical result from [39]:

\[ p(t) = t^{-2H}. \]  

Note that this relation cannot be obtained by the method of images, despite the fact that FBM is a Gaussian process. Also note that the slope of this power-law becomes flatter for

\[ \langle x(t)x(t+\tau) \rangle = D \left\{ e^{-a(t+\tau)^{2H}} + e^{-at(1+\tau)^{2H}} - \tau^{2H} - 2a^{2} - 1 \right\} \Gamma(2H+1; 1; 2H) + 2; a\tau + (t + \tau)^{2H} + e^{-at(2H+1; 2H)} + 2; a(t+\tau) - \tau^{2H} + e^{-at} M(2H+1; 2H) + 2; a(\tau) \right\} + \frac{1}{2} \left[ e^{\tau\tau}(\Gamma(2H+1; 1; 2H)) + 1; a(t+\tau) - \Gamma(2H+1; 2H)) + e^{-a\tau}(\Gamma(2H+1; 1; 2H)) \right]. \]  

Assuming \( a=1 \),

\[ \langle x(t)x(t+\tau) \rangle = D \left\{ e^{-\lambda(t+\tau)^{2H}} - \tau^{2H} + e^{-at(1+\tau)^{2H}} \right\} \]

\[ \quad + \frac{1}{2} e^{\tau\tau} \left[ \Gamma(2H+1) - \Gamma(2H+1; t) \right] + \frac{\tau^{2H+1}}{2H+1} M(2H+1; 2H+2; \tau). \]  

APPENDIX C: VARIANCE AND AUTOCORRELATION FUNCTION FOR FBM IN A HARMONIC POTENTIAL WELL

We now consider FBM in a harmonic potential, as described by the Langevin equation [compare with Eq. (10)]

\[ \frac{dx(t)}{dt} = -ax + D^{1/2} \xi(t), \]  

where we introduce the prefactor \( a \), which allows us to consider the harmonic potential \( (a=1) \) and a free FBM \( (a=0) \) as well. The solution of Eq. (C1) with the initial condition \( x(t) = 0 \) is

\[ x(t) = D^{1/2} \int_{0}^{t} e^{-a(t'-t')} \xi(t')dt'. \]  

Then, the ACF function

\[ \langle x(t)xxx(n) \rangle = D e^{-2at} \int_{0}^{t} dt' \int_{0}^{t} dt'' e^{a(t'-t'')}(\xi(t')\xi(t'')) \]

\[ \quad = -D e^{-2at} \int_{0}^{t} dt' \int_{0}^{t} dt'' e^{a(t'-t'')} \frac{\partial^{2}}{\partial t' \partial t''} \tau^{2H}. \]  

Now, if \( t_{2} = t_{1} = \tau \), \( \tau > 0 \), after some lengthy calculations we get Eq. (C4):

\[ \langle x(t)x(t+\tau) \rangle = D \left\{ e^{-a(t+\tau)^{2H}} + e^{-at(1+\tau)^{2H}} - \tau^{2H} - 2a^{2} - 1 \right\} \Gamma(2H+1; 1; 2H) + 2; a|t + \tau|^{2H} + e^{-at} M(2H+1; 2H) + 2; a(t+\tau) - \tau^{2H} + e^{-at} M(2H+1; 2H) + 2; a\tau \right\} + \frac{1}{2} \left[ e^{\tau\tau}(\Gamma(2H+1; 1; 2H)) + 1; a(t+\tau) - \Gamma(2H+1; 1; 2H)) + e^{-a\tau}(\Gamma(2H+1; 1; 2H)) \right]. \]  

Assuming \( a=1 \),

\[ \langle x(t)x(t+\tau) \rangle = D \left\{ e^{-\lambda(t+\tau)^{2H}} - \tau^{2H} + e^{-at(1+\tau)^{2H}} \right\} \]

\[ \quad + \frac{1}{2} e^{\tau\tau} \left[ \Gamma(2H+1) - \Gamma(2H+1; t) \right] + \frac{\tau^{2H+1}}{2H+1} M(2H+1; 2H+2; \tau). \]  
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FIG. 13. Mean squared displacement of FBM in an harmonic potential. (a) Mean squared displacement for fixed $D=1.0$ and varying Hurst index. (b) Mean squared displacement for fixed Hurst index $H=0.25$ and four different values of the noise intensity. The solid lines show the asymptotes of free FBM ($t^{2H}$ power-laws corresponding to straight lines in the log-log scale) and stationary states (horizontal lines). Insets: stationary values of the mean squared displacements as functions of $H$ for fixed $D=1.0$. The points in all graphs represent the simulations results for the following parameters: time increment $\delta t=0.01$, number of samples $N_{\text{stat}}=10^6$, and number of steps per sample $N_{\text{max}}=2^{10}=10^3$ for both persistent and antipersistent cases.

\[
\langle x(t)x(t+\tau) \rangle_h = \frac{D}{2} \left[ e^{\tau (2H+1)} + e^{\tau (2H+1, \tau)} \right] + \frac{e^{2H+1, e^{-\tau}}}{2H+1} M(2H+1; 2H+2; \tau - \tau^H). \tag{C6}
\]

In order to obtain the variance we take $\tau=0$ in Eq. (C5):

\[
\langle x^2(t) \rangle = D \left[ 2^{2H} e^{-\tau} + \left[ (1 + 2H) - (1 + 2H, t) \right] \frac{e^{2H+1, e^{-\tau}}}{2H+1} M(2H+1; 2H+2; t) \right].
\]

Now, the stationary variance is

\[
\langle x^2 \rangle_{st} = D \Gamma(2H+1). \tag{C7}
\]

Note that at $\tau=0$ Eq. (C6) reduces to Eq. (C7), whereas for $H=1/2$ it gives $\langle x(t)x(t+\tau) \rangle_h = D e^{-\tau}$, the autocorrelation function of the Ornstein-Uhlenbeck process. Taking the asymptotics of the incomplete $\Gamma$-function and the Kummer function, one may easily see that $\langle x(t)x(t+\tau) \rangle_h = 2DH(2H-1)e^{-\tau/2}$ at $\tau \to \infty$. The autocorrelation function of free FBM can be naturally obtained by placing $a=0$ in Eq. (C4):

\[
\langle x(t)x(t+\tau) \rangle = D \left[ (\tau^{2H} + (t+\tau)^{2H}) - \tau^{2H} \right], \tag{C8}
\]

that matches the well-known relation [30].

APPENDIX D: DERIVATION OF THE ESTIMATE (36)

Inspecting Eq. (33) for the antipersistent case, we first notice that the main contribution to the integral comes from the integrand estimated at $g(\tau) \sim 1$, corresponding to small values of $\tau$. Estimating the integral Eq. (33) we therefore neglect the second term in the curly brackets in comparison to the first term. Moreover, we consider the regime $D < 1$.
(see Figs. 3 and 4), which is equivalent to the fact that the typical relaxation times for a particle in a harmonic potential well are much smaller than the typical mean escape times. Since $\langle x^2 \rangle_0 = D \Gamma(2H+1)$ (see Appendix C), for the mean escape time Eq. (33) we are dealing with an integral of the Laplace type [65],

$$T \approx \int_0^\infty \varphi(\tau) \exp[\lambda S(\tau)] d\tau,$$  \hspace{1cm} (D1)

where $\lambda = 2/\langle x^2 \rangle_0 \gg 1$, $\varphi(\tau) = [1 - g(\tau)]^{-1/2}$, and $S(\tau) = g(\tau)/(1 + g(\tau))$. Here, the function $S(\tau)$ has a maximum at the lower integration limit $\tau = 0$ at which $g(0) = 1$. Thus, we can replace the integral from 0 to $\infty$ by an integral over the small segment $[0; \varepsilon]$, and use a small $\tau$ approximation for the normalized stationary autocorrelation function (34), yielding

$$g(\tau) \approx 1 - \frac{\tau^{2H}}{\Gamma(2H+1)},$$  \hspace{1cm} (D2)

which stems from the small $\tau$ expansion of the stationary autocorrelation function (C6). This, in turn, produces

$$S(\tau) \approx S(0) - \frac{\tau^{2H}}{4\Gamma(2H+1)},$$  \hspace{1cm} (D3)

$$\varphi(\tau) \approx \left[ \frac{\Gamma(2H+1)}{\Gamma(2H+1) + 2} \right]^{1/2} \tau^{-H},$$

where $S(0) = 1/2$. Plugging Eq. (D3) into Eq. (D1) results in the expression

$$T \approx I(\lambda) \exp[\lambda S(0)] = I(\lambda) \exp \left( \frac{1}{\langle x^2 \rangle_0} \right),$$  \hspace{1cm} (D4)

where we defined

$$I(\lambda) = \frac{\Gamma(2H+1)}{2} \left[ \int_0^\infty \tau^{2H} \exp \left( -\lambda \frac{\tau^{2H}}{4\Gamma(2H+1)} \right) d\tau \right].$$  \hspace{1cm} (D5)

The estimate (36) then follows from Eqs. (D4) and (D5). The obtained expression (D4) thereby becomes increasingly accurate for growing $\lambda$ (that is, the smaller $D$). Of course, the integral (D5) is easily evaluated in the limit $\lambda \to \infty$, where we can turn the upper limit of integration to infinity. Instead, we directly evaluate the integral (33) numerically, producing the behavior shown in Fig. 9, for details see Sec. III C.

APPENDIX E: MEAN ESCAPE TIME AND FIRST ESCAPE TIME PDF FOR HARMONIC POTENTIAL TRUNCATED AT BOTH SIDES

In this Appendix we consider the escape problem for a harmonic potential, but this time we introduce a cutoff on both sides at $x = \pm \sqrt{2}$ [see Eq. (6)]. We then investigate the same dependencies as for the one-sided case. The results are shown in Figs. 15 and 16.

One can observe that qualitatively there is no difference in behavior with the case of the one-side truncated potential. Indeed, the escape is faster when lowering the Hurst parameter; the escape time PDF remains exponential and so does the mean escape time. Again, the mean escape time may be fitted with the following function:

$$T(H \leq 0.5) = \exp(ax^2 + bx + c),$$

$$T(H > 0.5) = \exp(b'x + c'),$$  \hspace{1cm} (E1)

where $a, b, c, b', c'$ are some constants depending on $D$. 
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