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#### Abstract

A combined dynamics consisting of Brownian motion and Lévy flights is exhibited by a variety of biological systems performing search processes. Assessing the search reliability of ever locating the target and the search efficiency of doing so economically of such dynamics thus poses an important problem. Here we model this dynamics by a one-dimensional fractional FokkerPlanck equation combining unbiased Brownian motion and Lévy flights. By solving this equation both analytically and numerically we show that the superposition of recurrent Brownian motion and Lévy flights with stable exponent $\alpha<1$, by itself implying zero probability of hitting a point on a line, leads to transient motion with finite probability of hitting any point on the line. We present results for the exact dependence of the values of both the search reliability and the search efficiency on the distance between the starting and target positions as well as the choice of the scaling exponent $\alpha$ of the Lévy flight component.
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## 1. Introduction

One of the most fundamental questions about any type of motion is whether a moving particle starting from a point A is able to reach some pre-selected point B [1]. After the concept of random walks was brought to wide attention by Karl Pearson in 1905 [2], for simple random walks on a lattice George Pólya gave an answer to this question by proving that in one and two dimensions random walks are recurrent, which implies that a walker will visit any lattice site eventually. In three and higher dimensions this motion becomes transient [3]. For random walks where the jump lengths $\ell$ are drawn from Lévy $\alpha$-stable distributions, $p(\ell) \sim|\ell|^{-1-\alpha}$ with $0<\alpha<2$ [4,5], the motion is recurrent for $\alpha \geqslant 1$, otherwise it is transient [6]. However, even if the motion is transient there might be a non-zero probability of visiting a certain point. For instance the Brownian motion is transient in three dimensions, however, there exists a finite probability of return ${ }^{8}$. The probability of hitting a given point in space can be directly calculated from the density $\wp_{\mathrm{fa}}(t)$ of the first arrival time, or hitting time $t$ to a specific point, which conveniently characterises the hitting process. Integrating $\wp_{\mathrm{fa}}(t)$ over time produces the cumulative probability $P$ of reaching this point, called the search reliability $[7,8]$.

The search reliability is a useful quantity of a search strategy if one is not interested in how long the search might take. However it does not provide any information about the efficiency of a search process in terms of average times for target location. Such information is crucial to assess real world search scenarios [9] occurring over a wide range of spatiotemporal scales, from the search of transcription factor proteins for a specific place on a DNA chain [10-15] through food search by animals [16-18] to rescue operations [19] or algorithms for finding the minima in a complex search space [20]. Any good measure of search efficiency must take into account the specific nature of a particular search process, which a searcher may seek to optimise.

Brownian motion was considered to be the default for a successful random search strategy in most cases until the 1980s. In 1986 Shlesinger and Klafter challenged this dogma, suggesting that Lévy flights (LFs) represent a better strategy if a searcher looks for sparsely distributed targets $[21]^{9}$. Due to the divergence of the mean squared average of the jump length $\ell$ the trajectory of LFs has a different fractal dimension than the trajectory of Brownian motion [1, 23]. This allows one to avoid oversampling, i.e. revisiting the same point several times, which is typical for recurrent Brownian motion in one and two dimensions [17, 24]. In the 1990's Lévy motion was put forward as an optimal foraging strategy for animals searching for sparse food $[17,25,26]$ and the approach was recently extended to patchy environments [27]. This so-called LF hypothesis triggered a vivid debate [28-30] in the field of movement ecology [17, 18, 31]. It was argued that Lévy-like motion has been observed for many animals such as albatrosses [32], marine predators [33, 34], terrestrial animals like goats and deer [35, 36] and even microzooplankton [37]. Heavy-tailed distributions were also reported to characterise human movement patterns [38, 39].

However, for certain animals the visual perception of their environment becomes more limited when moving with higher velocity. Observations show that, to remedy this, in these cases the search process alternates between a slow recognition mode during which a target can be found, and fast relocation events where the searcher is insensitive to any target search [16, 40, 41], see figure 1 . This poses the need for theoretical modelling to combine saltatory, jump-like, with cruise motion yielding intermittent strategies, which feature combinations of
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Figure 1. Sketch of intermittent search in one dimension: a searcher (blue) proceeds by a combination of Lévy jumps and Brownian steps until it finds the target (red). Physically, Lévy jumps decorrelate the motion, leading the searcher to sites not previously visited. Brownian motion, instead, provides a thorough local search at the price of oversampling, see text.


Figure 2. Target search of a protein, or enzyme, along a fast-folding DNA chain allowing a dimensional reduction modelled by intermittent motion: $K_{\alpha}$ and $K_{\mathrm{B}}$ denote the switching rates for performing LFs representing intersegmental transfers through the bulk due to unbinding and rebinding (arrows), respectively Brownian motion mimicking 1D Brownian sliding along the polymer chain until the moving particle (red) finds the target (green) [51].
at least two different types of motion, e.g. Brownian and ballistic motion, or Brownian motion and LFs [16, 42, 43]. A related type of intermittent dynamics is that of composite Brownian motion [29, 30], which was proposed to model the search of a forager or particle in patchy environments. Here inter and intra patch movements are defined by a combination of Brownian modes with different mean step lengths, however, the searcher can detect targets in both modes. Recently it was argued that this type of dynamics was observed in the movements of mussels [44, 45]. Composite Brownian motion can be generalised to an adaptive Lévy walk, where the Brownian inter-patch movement is replaced by Lévy motion [46]. Intermittent dynamics consisting of Brownian and Lévy motion has indeed been observed for a number of biological organisms, such as microzooplankton depending on the density of the prey [37], coastal jellyfish [47], mussels moving in dense environments [48] and a variety of marine predators hunting in different environments [49,50]. Further generalisations of such models use switching rates [51], or sample the switching times from one mode to another from different distributions [52]. The latter type of modelling was motivated by studying the target search of proteins on fast-folding polymer chains, see figure 2 . Formally, these models form special cases of distributed order fractional diffusion equations [53] or diffusion equations whose Laplacian is augmented with a space-fractional term [51]. They have also been derived as long-time approximations for correlated Lévy walks [54]. An optimal strategy
-in the sense of maximising a chosen efficiency-thus depends at least on the type of motion, the switching distributions and the dimension of the search space [16, 52]. On a molecular scale the search patterns of regulatory proteins for their target binding site on finite DNA chains is an LF with a cutoff for the jump length distribution, however, the advantage of the combined search modes through the bulk and along the DNA significantly improve the search rate [55-57].

In previous works the search reliability and efficiency for LFs and Brownian motion were studied separately and compared with each other [7, 8]. Motivated by the examples of intermittent motion referred to above, we here examine a combined process consisting of both Brownian and Lévy components. Our paper is structured as follows: after defining the quantities of interest (the search efficiency and reliability) in section 2, section 3 recalls the results for pure Brownian and LF search. Sections $4 \& 5$, respectively, then present our results for the search reliability and search efficiency. In section 6 we provide a discussion of our results. Details for the analytical calculations are provided in the appendix.

## 2. Quantities of interest

We characterise a search strategy by two different quantities. The first one is the search reliability, which is the cumulative probability $P$ of ever reaching the target. It can be expressed through the Laplace image of the first arrival time density $\wp_{\mathrm{fa}_{\mathrm{a}}(t) \text { as [7] }}$

$$
\begin{equation*}
P=\lim _{s \rightarrow 0} \wp_{\mathrm{fa}}(s), \tag{1}
\end{equation*}
$$

where the Laplace transform of a function $f(t)$ is defined via $f(s)=\int_{0}^{\infty} f(t) \mathrm{e}^{-s t} \mathrm{~d} t$. The search reliability depends on the type of random walk as well as geometrical details (dimension, distance from the starting position to the target etc.). Thus $P=1-\mathscr{S}$, where $\mathscr{S}$ is the survival probability [59, 60]. The latter quantity can be tackled by solving a (fractional) Fokker-Planck equation with a sink term [7, 8, 58]. For search in one dimension by LFs without a bias the search reliability is unity if $\alpha>1$ and zero otherwise [58], which is consistent with previous results [6]. For search in the presence of a bias the search reliability can vary between zero and unity [7, 8], which is true even for Brownian motion [59], where for the case of the bias pushing a searcher from the target the search reliability is described by an exponential (Boltzmann) factor [59]. A search reliability of unity does not necessarily imply recurrence of the motion. For instance, LFs with $\alpha=1$ in one dimension and Brownian motion in two dimensions are recurrent but the search reliability is 0 .

The second quantity of interest is the search efficiency. Most of the theoretical studies consider a probabilistic searcher with a limited radius of perception. Motivated by [61], in this case two basic definitions of the search efficiency are considered to be either

$$
\begin{equation*}
\text { Efficiency }_{1}=\frac{\text { visited number of targets }}{\text { number of steps }} \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
\text { Efficiency }_{2}=\frac{\text { visited number of targets }}{\text { distance travelled }} \tag{3}
\end{equation*}
$$

The first definition applies especially to saltatory search, where a searcher moves in a jumplike fashion and is able to detect the target only around the landing point after a jump. The second formula is adapted to cruise motion, where the searcher keeps exploring the search space continuously during the whole search process. An example for the former scenario is
given by a regulatory protein that moves in three dimensional space and occasionally binds to the DNA of a biological cell until it finds its binding [11-15]. The latter scenario would correspond to an eagle or vulture whose excellent eyesight permits them to scan their environment for food during their entire flight. For LFs equation (2) presents a natural choice while equation (3) is better suited for processes like Brownian motion and Lévy walks [63].

In this paper we focus on the limit of a sparse target density, which is approximated by the situation when only one target can be found. For a single target and saltatory motion we argued that the efficiency should be defined from equation (2) with a proper averaging [8]. In our continuous time model the number of steps from (2) is naturally substituted by the time of the process. Since we have one target, the number of targets found on average can be less than one. Obviously, a time averaging is needed, and, hence, we choose

$$
\begin{equation*}
\mathcal{E}=\left\langle\frac{1}{t}\right\rangle=\int_{0}^{\infty} \wp_{\mathrm{fa}}(s) \mathrm{d} s \tag{4}
\end{equation*}
$$

Below we use the search reliability \& efficiency in the sense of equations (1) \& (4) to characterise search strategy of combined Lévy-Brownian motion.

## 3. First arrival density from a fractional Fokker-Planck equation

The search properties of a process combining LFs and Brownian motion can be effectively calculated from a space-fractional Fokker-Planck diffusion equation similar to the one considered in $[51,58]$ for the non-normalised probability density function (PDF) $f(x, t)$,

$$
\begin{equation*}
\frac{\partial f(x, t)}{\partial t}=K_{\alpha} \frac{\partial^{\alpha} f(x, t)}{\partial|x|^{\alpha}}+K_{\mathrm{B}} \frac{\partial^{2} f(x, t)}{\partial x^{2}}-\wp_{\mathrm{fa}}(t) \delta(x), \tag{5}
\end{equation*}
$$

where without losing generality the target is located at $x=0$. We assume that at $t=0$ the searcher is placed at $x=x_{0}$, i.e., $f(x, 0)=\delta\left(x-x_{0}\right)$. The consequence of the $\delta$-sink at $x=0$ is the condition $f(0, t)=0[51,58]$. The fractional derivative $\partial^{\alpha} / \partial|x|^{\alpha}$ can be introduced in terms of its Fourier transform,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k x}\left[\frac{\partial^{\alpha}}{\partial|x|^{\alpha}} f(x, t)\right] \mathrm{d} x=-|k|^{\alpha} f(k, t) . \tag{6}
\end{equation*}
$$

We should note here that in [51] a similar but more specific equation was used for the description of the problem of protein diffusion on a polymer chain. In comparison with our equation (5) it contained additionally two terms, which described the contributions from an adsorption and desorption of particles modelling the exchange of particles with the ambient bulk solvent, and was solved for different initial conditions. For this specific problem the optimal search minimised the mean first arrival time, which is always finite for that case. In our case this quantity can become infinitely large, hence the analysis in [51] is not applicable to the physical situation considered here.

Integration over the position coordinate of equation (5) yields

$$
\begin{equation*}
\wp_{\mathrm{fa}}(t)=-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{-\infty}^{\infty} f(x, t) \mathrm{d} x \tag{7}
\end{equation*}
$$

Hence $\wp_{\mathrm{fa}}(t)$ is the negative time derivative of the survival probability, i.e. $\wp_{\mathrm{fa}}(t)$ is indeed the probability of first arrival: as soon as a walker gets to the sink it is absorbed ${ }^{10}$.

[^1]Analogously to pure search by LFs [58] it is easy to find a solution $f(k, s)$ of equation (5) in Fourier-Laplace space

$$
\begin{equation*}
f(k, s)=\frac{\mathrm{e}^{\mathrm{i} k x_{0}}-\wp_{\mathrm{fa}}\left(s, x_{0}\right)}{s+K_{\alpha}|k|^{\alpha}+K_{\mathrm{B}} k^{2}}, \tag{8}
\end{equation*}
$$

see also [7]. Integration of equation (8) over $k$ yields:
$\int_{-\infty}^{\infty} f(k, s) \mathrm{d} k=f(x=0, s)=0=W\left(-x_{0}, s\right)-W(0, s) \wp_{\mathrm{fa}}\left(s, x_{0}\right)$,
where $W(x, s)$ is a solution of equation (5) without the sink term. Hence the probability of first arrival becomes

$$
\begin{equation*}
\wp_{\mathrm{fa}}(s)=\frac{\int_{-\infty}^{\infty} \mathrm{d} k \frac{\mathrm{e}^{\mathrm{i} k x_{0}}}{s+K_{\alpha}|k|^{\alpha}+K_{\mathrm{B}} k^{2}}}{\int_{-\infty}^{\infty} \mathrm{d} k \frac{1}{s+K_{\alpha}|k|^{\alpha}+K_{\mathrm{B}} k^{2}}} \tag{10}
\end{equation*}
$$

Equation (10) can be expressed as a function of dimensionless variables as:

$$
\begin{equation*}
\wp_{\mathrm{fa}}(s)=\frac{\int_{0}^{\infty} \frac{\cos k}{s t_{\mathrm{B}}+p k^{\alpha}+k^{2}} \mathrm{~d} k}{\int_{0}^{\infty} \frac{1}{s t_{\mathrm{B}}+p k^{\alpha}+k^{2}} \mathrm{~d} k} \tag{11}
\end{equation*}
$$

where $t_{\mathrm{B}}=x_{0}^{2} / K_{\mathrm{B}}$ is the time scale set by Brownian motion over the length $x_{0}$ and

$$
\begin{equation*}
p=x_{0}^{2-\alpha} K_{\alpha} / K_{\mathrm{B}} . \tag{12}
\end{equation*}
$$

According to equations (1) and (4), in order to get the reliability and efficiency of the combined search, one has to compute, respectively, the limit $s \rightarrow 0$ of equation (11) and the integral of equation (11) over $s$ from zero to infinity. Before going into this analysis and its consequences, we recall the results for search by Brownian motion and LFs strategies separately.

### 3.1. Brownian search

If the search process proceeds only with Brownian moves, i.e. $K_{\alpha}=0$, the first arrival density can be computed analytically and in Laplace space reads

$$
\begin{equation*}
\wp_{\mathrm{fa}}(s)=\exp \left(-x_{0} \sqrt{\frac{s}{K_{\mathrm{B}}}}\right) \tag{13}
\end{equation*}
$$

or, back-transformed to time,

$$
\begin{equation*}
\wp_{\mathrm{fa}}(t)=\frac{x_{0}}{\sqrt{4 \pi K_{\mathrm{B}} t^{3}}} \exp \left(-\frac{x_{0}^{2}}{4 K_{\mathrm{B}} t}\right) . \tag{14}
\end{equation*}
$$

This is well known Lévy-Smirnov density [60]. Obviously in this case the search reliability (1) is $P=1$, and the efficiency $\mathcal{E}_{\mathrm{B}}=\frac{2 K_{\mathrm{B}}}{x_{0}^{2}}$.

### 3.2. First arrival for pure Lévy search

The expression for $\wp_{\mathrm{fa}}(s)$ for pure Lévy search can be computed in terms of Fox $H$-functions [8]. In the limit of small $s$ corresponding to the long-time limit, $\wp_{\mathrm{fa}}(s)$ can be computed in
terms of elementary functions (see appendix A). For $\alpha \leqslant 1$ the search reliability is $P=0$, for $\alpha>1$ the reliability is $P=1$. By integration of the corresponding $H$-function expression in Laplace space one gets the simple equation for the search efficiency [8] (see also a derivation without use of H -functions in appendix B),

$$
\begin{equation*}
\mathcal{E}_{\alpha}=\left\langle\frac{1}{t}\right\rangle=\frac{\alpha K_{\alpha}}{x_{0}^{\alpha}} \cos \left(\pi\left(1-\frac{\alpha}{2}\right)\right) \Gamma(\alpha), \quad 1<\alpha<2 \tag{15}
\end{equation*}
$$

## 4. Search reliability for combined Lévy-Brownian search

In order to compute the search reliability one has to take the limit $s \rightarrow 0$ of expression (11) as pointed out in equation (1). If $\alpha \geqslant 1$, both integrals in (11) diverge at $s=0$. The divergence occurs at $k \rightarrow 0$, and only the values of the integral very close to $k=0$ (where $\cos k \approx 1$ ) make a contribution to the integral. Hence $P=1$, which is understandable intuitively, because if one combines two processes with search reliability $P=1$, then the combined process should also have this property. Interestingly the search reliability for a combination of LFs with $\alpha=1$ and Brownian motion also has $P=1$, while pure LF search with $\alpha=1$ is absolutely unreliable ( $P=0$ ) [7].

The case $\alpha<1$ is less trivial. Even if $s=0$, both integrals in equation (11) are convergent and the search reliability can be computed in terms of $H$-functions (appendix C), resulting in

$$
P=\frac{\sin \left(\frac{\pi}{2-\alpha}\right)}{2 \sqrt{\pi}} H_{31}^{12}\left[\begin{array}{l|l}
\frac{2}{p^{1 /(2-\alpha)}} & \begin{array}{l}
\left(1, \frac{1}{2}\right)\left(\frac{1-\alpha}{2-\alpha}, \frac{1}{2-\alpha}\right)\left(\frac{1}{2}, \frac{1}{2}\right) \\
\left(\frac{1-\alpha}{2-\alpha}, \frac{1}{2-\alpha}\right)
\end{array} \tag{16}
\end{array}\right],
$$

where the parameter $p$ is defined in equation (12). Result (16) is naturally independent of the time $t_{\mathrm{B}}$, because rescaling of the time should not change the search reliability. In the case $\alpha=0$ the corresponding fractional derivative in equation (5) is of zeroth order, which corresponds to a Fokker-Planck equation with decay term $-f(x, t)$. The result (16) simplifies to $P(\alpha=0)=\exp (-\sqrt{p})=\exp \left(-\sqrt{x_{0}^{2-\alpha} K_{\alpha} / K_{\mathrm{B}}}\right)$, in complete agreement with the solution of the diffusion equation with decay term.

The standard expansion for $H$-functions [66] can be used to find the leading behaviour of equation (16) in the limit of small $p$,

$$
\begin{equation*}
P(p \ll 1) \approx 1-C_{1}(\alpha) p^{\frac{1}{2-\alpha}}+\frac{1}{2} p^{\frac{2}{2-\alpha}}-C_{2}(\alpha) p^{\frac{3-\alpha}{2-\alpha}}, \tag{17}
\end{equation*}
$$

where the coefficients are defined as ${ }^{11}$

$$
\begin{align*}
& C_{1}(\alpha)=\frac{2-\alpha}{2} \sin \left(\frac{\pi}{2-\alpha}\right), \\
& C_{2}(\alpha)=\frac{(2-\alpha) \sin \left(\frac{\pi}{2-\alpha}\right)}{2^{4-\alpha} \sqrt{\pi}} \frac{\Gamma\left(-\frac{3}{2}+\frac{\alpha}{2}\right)}{\Gamma\left(2-\frac{\alpha}{2}\right)} . \tag{18}
\end{align*}
$$

[^2]

Figure 3. Search reliability $P$ as function of the Lévy stable exponent $\alpha$ for various values of $p$, equation (12). The continuous curves are obtained by numerical computation of equation (11). The squares for the cases $p=0.01$ (green), $p=0.1$ (black) and $p=1$ (red) are obtained from the approximation (17) for small $p$. The circles of corresponding colour are plotted from the approximate expression (19) for large $p$.

From equation (11) one can also find an expansion for $P$ in the limit of large $p$, which reads (for the derivation see appendix D),

$$
\begin{equation*}
P(p \gg 1) \approx \frac{1}{\pi} \Gamma(1-\alpha) \sin \left(\frac{\pi \alpha}{2}\right)(2-\alpha) \sin \left(\frac{\pi}{2-\alpha}\right) p^{(\alpha-1) /(2-\alpha)} . \tag{19}
\end{equation*}
$$

Note that the limiting value of the latter expression for $\alpha \rightarrow 1-$ is 1 , i.e. the divergence of $\Gamma(1-\alpha)$ is exactly compensated by the convergence of $\sin (\pi /(2-\alpha))$ to zero.

In figure 3 the search reliability $P$ is plotted as a function of the stable index $\alpha$. As discussed above, for $\alpha \geqslant 1$ the value of $P$ is unity, i.e. the combined Lévy-Brownian search is absolutely reliable. However, when $\alpha<1$ the hitting probability is less than unity and decreases with $\alpha$ until it reaches the values for the diffusion equation with decay term. The curves were obtained from the numerical computation of the integral ratio in equation (11). The expansion of equation (16) in the limit of small $p$, i.e. Equation (17) gives a very good approximation for $p \lesssim 1$ (green, red and black squares). For $p \gtrsim 10$ the expansion (19) for the limit $p \gg 1$ works quite well even for small $\alpha$. For $\alpha$ close to unity, it approximates the numerical solution nicely even for $p \gtrsim 1$.

Obviously $P$ should depend on the distance between the starting position and the target through the parameter $p$ defined in equation (12). If in figures 3 and 4 we kept the diffusion coefficients fixed, for instance, $K_{\alpha}=1 \mathrm{~cm}^{\alpha} \mathrm{s}^{-1}$ and $K_{\mathrm{B}}=1 \mathrm{~cm}^{2} \mathrm{~s}^{-1}$, the dependence on $p$ would essentially become a dependence on the initial distance between the searcher and the target to the power $(2-\alpha)$. In figure 3 the curves reflect that higher values of $p$ lead to lower amplitudes of the curves in the plot. In figure 4 this dependence is shown explicitly. The larger the initial separation $x_{0}$ between the searcher and the target the smaller becomes the value of $P$. The decrease in $\alpha$, which corresponds to the higher fraction of long jumps, leads to a drop in the search reliability. Circles show the large $p$ approximation (19), while squares correspond to the small $p$ formula (17). One can see that for $\alpha=0.75$ (red symbols/curve)


Figure 4. Search reliability as a function of the parameter $p=x_{0}^{2-\alpha} K_{\alpha} / K_{\mathrm{B}}$ for various stable indices $\alpha$. Continuous lines were obtained from numerical solution of equation (11). The squares show the analytical approximation (17) for small $p$. The circles are plotted from the approximate expression (19) for large $p$.
these two limiting expressions describe the whole curve quite well. Even for the quite low value $\alpha=0.25$ (black symbols/curve) the quality of the correspondence of the asymptotic formulas is still very good.

## 5. Search efficiency for combined Lévy-Brownian search

One can rewrite the definition of the search efficiency (4) as follows,

$$
\begin{equation*}
\mathcal{E}(p)=\frac{\mathcal{E}_{\mathrm{B}}}{2} \int_{0}^{\infty} \wp_{\mathrm{fa}}(p, s) \mathrm{d}\left(s t_{\mathrm{B}}\right) \tag{20}
\end{equation*}
$$

where $\mathcal{E}_{\mathrm{B}}$ is the Brownian efficiency $\mathcal{E}_{\mathrm{B}}=2 K_{\mathrm{B}} / x_{0}^{2}$ of the search process with $p=0$ and $\wp_{\mathrm{fa}}(p, s)$ is determined by equation (11). If $p=0$, then $\int_{0}^{\infty} \wp_{\mathrm{fa}}(p, s) \mathrm{d}\left(s t_{\mathrm{B}}\right)=2$, i.e. $\mathcal{E}(p=0)=\mathcal{E}_{\mathrm{B}}$, as it should be. The value of the integral in equation (20) does not depend on the time $t_{\mathrm{B}}$ but only on the value of the parameter $p$. Hence in figure 5 we plot the ratio of the efficiency of combined Brown-LF search normalised by the efficiency $\mathcal{E}_{\mathrm{B}}$ of pure Brownian search as a function of the parameter $p$. The continuous curves represent numerical results, and the dashed lines are asymptotes in the limit of large $p$ (for the derivation see appendix F). First, we see that in all cases the efficiency increases monotonically with $p$. If $p$ is constant then the decrease of $\alpha$ leads to a monotonic decrease of the efficiency. Secondly, there is a qualitative difference for the Brownian-Lévy search with $\alpha>1$ and $\alpha<1$. In the former case (for which, as we know, LFs without Brownian motion find the target anyway) the efficiency in the limit of large $p$ is proportional to $p$. A careful calculation shows that in this case $\mathcal{E}=\mathcal{E}_{\alpha}$ (appendix F ), i.e. the search efficiency is determined only by LFs. This is reasonable, because if both processes lead to the location of the target, only the one with a very large noise strength should matter. In the latter case for which pure LFs would not succeed $\left(\mathcal{E}_{\alpha}=0\right)$ the asymptotic dependence is of power law form $p^{1 /(2-\alpha)}$, i.e. even the


Figure 5. Search efficiency as function of the parameter $p=x_{0}^{2-\alpha} K_{\alpha} / K_{\mathrm{B}}$. Continuous curves correspond to numerical results for the efficiency of the Brown-LF strategy for various values of the stable index $\alpha$. Dashed lines are asymptotes for the limit $p \rightarrow \infty$, which are derived in appendix F .
smallest fraction of Brownian motion makes the location of the target possible. This observation is consistent with the fact that the search reliability does not fall off to zero at $\alpha \leqslant 1$ (cf figure 3) The limiting case $\alpha=1$ shows a logarithmic correction. An interesting point here is that for $\alpha=1$ pure LF search is absolutely unreliable, $P=0$, but the smallest contribution of Brownian motion makes the search absolutely reliable, $P=1$.

Although figure 5 shows the complete dependence of the efficiency on all original parameters $K_{\alpha}, K_{\mathrm{B}}, x_{0}$, and $\alpha$, which are combined into a single parameter $p$, the plot should be interpreted carefully. At first glance it seems that an increase of $\alpha$ leads to an increase of the search efficiency if $p=$ const, i.e. Brownian motion will be the most efficient search strategy. However, any change of $\alpha$ implicitly affects the parameter $p$, compare equation (12). Even if one assumes that $K_{\mathrm{B}}$ is constant the fractional diffusion coefficient $K_{\alpha}$ will change its dimension with change of $\alpha$ and in order to keep a fixed value of $p$ one needs to change the distance from the target.

In order to fix the starting position and compare the strategies in this practically important case we plot the search efficiency as a function of $\alpha$ for fixed $x_{0}=1,10,20,50 \mathrm{~cm}$ and $K_{\alpha}=1 \mathrm{~cm}^{\alpha} \mathrm{s}^{-1}, K_{2}=1 \mathrm{~cm}^{2} \mathrm{~s}^{-1}$ in figure 6 . The curve for $x_{0}=1 \mathrm{~cm}$ monotonically increases with $\alpha$, i.e. the Brownian strategy is optimal for finding a nearby target. However, for larger values of $x_{0}$ a maximum appears, which shows that the combination of Brownian motion with LFs may perform better for larger initial separation from the target similar to the case of pure LF search as discussed in [7].

## 6. Discussion and conclusions

To summarise, we found that for complex motion which combines LFs for $\alpha<1$ with Brownian motion, the search reliability can have intermediate values between zero and unity even if no bias is present. If the Lévy stable exponent $\alpha$ is larger or equal than unity, then $P=1$. For a process which combines two Lévy motions the qualitative behaviour is the same if one of the exponents is larger than unity. If both of them are smaller than unity, then the process is transient, $P=0$, and a point-like searcher is unable to find a point-like target. It is


Figure 6. Search efficiency as function of the stable index $\alpha$ for fixed $x_{0}$, $K_{\alpha}=1 \mathrm{~cm}^{\alpha} \mathrm{s}^{-1}, K_{2}=1 \mathrm{~cm}^{2} \mathrm{~s}^{-1}$.
interesting to compare our findings with those for the pure Lévy search for a delocalised target —with power-law absorption $a(x)=1 /\left(|x|^{\beta}+1\right)$, i.e. the target is discovered with a powerlaw decaying probability-in [64]. In that case, if the stable index $\alpha<1$, the search still can be absolutely reliable ( $P=1$ ), if the scaling exponent characterising an absorption probability $\beta \leqslant \alpha$, i.e. the target localisation or absorption probability is delocalised stronger than the LF process.

The search efficiency has a universal behaviour as function of the dimensionless parameter $p$, which describes the ratio of the noise intensities of the different modes. If the characteristic exponent of the LFs is larger than unity-which includes also Brownian motion -then for large $p$ the efficiency is linear in $p$, reflecting the fact that only one of the modes defines the properties of the trajectories. Once $\alpha$ becomes unity a logarithmic correction factor appears and the efficiency grows sublinear with $p$. If the Lévy exponent $\alpha$ is less than unity, the efficiency grows with $p$ as a sublinear power law. The latter case shows that even for high intensity of LF search with $\alpha<1$ the local search provided by Brownian motion matters and quantitatively affects the search efficiency.

The optimisation of a combined search strategy of LFs with stable index $\alpha$ and Brownian motion shows that for targets in the close vicinity of the starting point one should use more local search strategies, i.e. $\alpha$ should be close to 2 , while for distant targets a larger fraction of long jumps increases the search efficiency. This result is consistent with the one-mode case in which LFs are confronted with Brownian motion [7].

It would be interesting to apply our theory to better understand the combined dynamics of biological organisms such as microzooplankton [37], coastal jellyfish [47], moving mussels [48] and marine predators hunting in different environments [49, 50].
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## Appendix A. Long-time limit of the first arrival density and the search reliability for pure LF search

The probability density of the first arrival for pure LF search is

$$
\begin{equation*}
\wp_{\mathrm{fa}}(s)=\frac{\int_{0}^{\infty} \frac{\cos k x_{0}}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k}{\int_{0}^{\infty} \frac{1}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k} \tag{A.1}
\end{equation*}
$$

In the case $\alpha<1$ for $s=0$ the numerator is finite while the denominator diverges for any $s$, i.e. the search reliability becomes $P=0$. For $\alpha=1$ the numerator is finite for $s \neq 0$, whereas the denominator still diverges for all $s$, thus we have $P=0$ again. In the case $\alpha>1$ both the numerator and denominator converge at finite $s$. Thus, the search reliability is non-zero. Let us consider the case of small $s$ corresponding to long times. The expression (A.1) can be transformed as

$$
\begin{align*}
\wp_{\mathrm{fa}}(s) & =\frac{\int_{0}^{\infty} \frac{1}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k-\int_{0}^{\infty} \frac{1-\cos \left(k x_{0}\right)}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k}{\int_{0}^{\infty} \frac{1}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k} \\
& =1-\frac{\int_{0}^{\infty} \frac{1-\cos \left(k x_{0}\right)}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k}{\int_{0}^{\infty} \frac{1}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k} \tag{A.2}
\end{align*}
$$

The integral in the denominator can be computed easily ([66], (2.2.3.5)),

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k=\frac{1}{K_{\alpha}^{1 / \alpha}} \int_{0}^{\infty} \frac{1}{s+y^{\alpha}} \mathrm{d} y=\frac{\pi}{\alpha \sin (\pi / \alpha)} \frac{s^{1 / \alpha-1}}{K_{\alpha}^{1 / \alpha}} \tag{A.3}
\end{equation*}
$$

Since the integral in the numerator converges at $s \rightarrow 0$, we can simply put $s=0$ while looking at small $s$ (long-time) behaviour. Thus we have

$$
\begin{align*}
\int_{0}^{\infty} \frac{1-\cos \left(k x_{0}\right)}{s+K_{\alpha} k^{\alpha}} \mathrm{d} k & =\frac{x_{0}^{\alpha-1}}{(\alpha-1) K_{\alpha}} \int_{0}^{\infty} \mathrm{d} y \frac{\sin y}{y^{\alpha-1}} \\
& =\frac{\Gamma(2-\alpha)}{\alpha-1} \sin \left(\frac{\pi \alpha}{2}\right) \frac{x_{0}^{\alpha-1}}{K_{\alpha}} \tag{A.4}
\end{align*}
$$

Hence we get:

$$
\begin{equation*}
\wp_{\mathrm{fa}}(s) \approx 1-\Lambda(\alpha) x_{0}^{\alpha-1} K_{\alpha}^{1 / \alpha-1} s^{1-1 / \alpha}, \tag{A.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda(\alpha)=\frac{\alpha \Gamma(2-\alpha)}{\pi(\alpha-1)} \sin \left(\frac{\pi \alpha}{2}\right) \sin \left(\frac{\pi}{\alpha}\right) \tag{A.6}
\end{equation*}
$$

We see that in this case $P=\lim _{s \rightarrow 0} \wp_{\mathrm{fa}}(s)=1$. In order to get the long-time limit with a small-s expansion we note that

$$
\begin{equation*}
-\wp_{\mathrm{fa}}^{\prime}(s) \approx \Lambda(\alpha) x_{0}^{\alpha-1} K_{\alpha}^{1 / \alpha-1}\left(1-\frac{1}{\alpha}\right) s^{-1 / \alpha} . \tag{A.7}
\end{equation*}
$$

The latter expression is the Laplace transform of $t \wp_{\mathrm{fa}}(t)$. Hence, according to Tauberian theorems

$$
\begin{equation*}
t \wp_{\mathrm{fa}}(t) \approx \Lambda(\alpha) x_{0}^{\alpha-1} K_{\alpha}^{1 / \alpha-1}\left(1-\frac{1}{\alpha}\right) \frac{t^{-1+1 / \alpha}}{\Gamma(1 / \alpha)} \tag{A.8}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\wp_{\mathrm{fa}}(t) \approx C(\alpha) x_{0}^{\alpha-1} K_{\alpha}^{1 / \alpha-1} t^{-2+1 / \alpha} \tag{A.9}
\end{equation*}
$$

where

$$
\begin{equation*}
C(\alpha)=\frac{\Gamma(2-\alpha)}{\pi \Gamma(1 / \alpha)} \sin \left(\frac{\pi \alpha}{2}\right) \sin \left(\frac{\pi}{\alpha}\right) \tag{A.10}
\end{equation*}
$$

## Appendix B. Efficiency of pure LF search

The search efficiency in this case becomes

$$
\begin{equation*}
\mathcal{E}=\int_{0}^{\infty} \mathrm{d} s \wp_{\mathrm{fa}}(s)=K_{\alpha} \int_{0}^{\infty} \mathrm{d} s \frac{\int_{0}^{\infty} \frac{\cos k x_{0}}{s+k^{\alpha}} \mathrm{d} k}{\int_{0}^{\infty} \frac{1}{s+k^{\alpha}} \mathrm{d} k} \tag{B.1}
\end{equation*}
$$

The denominator was computed in expression (A.4). We rewrite the expression for the efficiency using the notation for $\alpha$-stable density as $l_{\alpha}(x)$ as well as new variables,

$$
\begin{align*}
\mathcal{E} & =\frac{K_{\alpha} \alpha \sin (\pi / \alpha)}{\pi} \int_{0}^{\infty} \mathrm{d} s s^{1-1 / \alpha} \int_{0}^{\infty} \frac{\cos k x_{0}}{s+k^{\alpha}} \mathrm{d} k \\
& =\frac{K_{\alpha} \alpha \sin (\pi / \alpha)}{\pi} \int_{0}^{\infty} \mathrm{d} s s^{1-1 / \alpha} \int_{0}^{\infty} \cos \left(k x_{0}\right) \mathrm{d} k \int_{0}^{\infty} \mathrm{d} \tau e^{-\left(s+k^{\alpha}\right) \tau} \\
& =K_{\alpha} \alpha \sin (\pi / \alpha) \int_{0}^{\infty} \mathrm{d} s s^{1-1 / \alpha} \int_{0}^{\infty} \mathrm{d} \tau e^{-s \tau} \int_{0}^{\infty} \frac{\cos \left(k x_{0}\right)}{\pi} e^{-k^{\alpha} \tau} \mathrm{d} k \\
& =K_{\alpha} \alpha \sin (\pi / \alpha) \int_{0}^{\infty} \mathrm{d} \tau \tau^{-1 / \alpha} l_{\alpha}\left(\frac{x_{0}}{\tau^{1 / \alpha}}\right) \int_{0}^{\infty} \mathrm{d} s s^{1-1 / \alpha} e^{-s \tau} \\
& =K_{\alpha} \alpha \sin (\pi / \alpha) \Gamma\left(2-\frac{1}{\alpha}\right) \int_{0}^{\infty} \mathrm{d} \tau \tau^{-2} l_{\alpha}\left(\frac{x_{0}}{\tau^{1 / \alpha}}\right) \\
& =\left|y=x_{0} / \tau^{1 / \alpha}\right| \\
& =-K_{\alpha} \alpha^{2} \sin (\pi / \alpha) \Gamma\left(2-\frac{1}{\alpha}\right) x_{0}^{-\alpha} \int_{0}^{\infty} \mathrm{d} y y^{\alpha-1} l_{\alpha}(y) \\
& \left.=\left.\frac{1}{2} K_{\alpha} \alpha^{2} \sin (-\pi / \alpha) \Gamma\left(2-\frac{1}{\alpha}\right) x_{0}^{-\alpha}\langle | y\right|^{\alpha-1}\right\rangle \tag{B.2}
\end{align*}
$$

where $\left.\left.\langle | y\right|^{\alpha-1}\right\rangle$ is the $(\alpha-1)$-th moment of a standard $\alpha$-stable distribution, which is given by [65]

$$
\begin{equation*}
\left.\langle | y\right|^{q}| \rangle=\frac{2}{\pi q} \sin \left(\frac{\pi q}{2}\right) \Gamma(1+q) \Gamma\left(1-\frac{q}{\alpha}\right), 0<q<\alpha \tag{B.3}
\end{equation*}
$$

After plugging the latter expression into (B.2) we get the final result

$$
\begin{equation*}
\mathcal{E}=\frac{\alpha K_{\alpha}}{x_{0}^{\alpha}}\left|\cos \left(\frac{\pi \alpha}{2}\right)\right| \Gamma(\alpha), \quad 1<\alpha<2 . \tag{B.4}
\end{equation*}
$$

## Appendix C. Derivation of the Fox function solution for $\alpha<1$ at $s=0$

The search reliability is

$$
\begin{equation*}
P=\wp_{\mathrm{fa}_{\mathrm{a}}(s=0)}=\frac{\int_{0}^{\infty} \frac{\cos k}{p k^{\alpha}+k^{2}} \mathrm{~d} k}{\int_{0}^{\infty} \frac{1}{p k^{\alpha}+k^{2}} \mathrm{~d} k}, \tag{C.1}
\end{equation*}
$$

and we have [66]

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1}{p k^{\alpha}+k^{2}} \mathrm{~d} k=\frac{\pi}{2-\alpha} \frac{p^{-\frac{1}{2-\alpha}}}{\sin \left(\frac{\pi}{2-\alpha}\right)} \tag{C.2}
\end{equation*}
$$

Since

$$
\frac{1}{p+k^{2-\alpha}}=\frac{1}{p} \frac{1}{2-\alpha} H_{11}^{11}\left[\begin{array}{c|c}
\left(0, \frac{1}{2-\alpha}\right)  \tag{C.3}\\
\frac{k}{p^{2-\alpha}} & \left(0, \frac{1}{2-\alpha}\right)
\end{array}\right],
$$

we can compute the search reliability in terms of a Fox $H$-function

$$
\begin{align*}
& \frac{1}{p(2-\alpha)} \int_{0}^{\infty} k^{-\alpha} \cos k \times H_{11}^{11}\left[\frac{k}{p^{\frac{1}{2-\alpha}}} \left\lvert\, \begin{array}{l}
\left(0, \frac{1}{2-\alpha}\right) \\
\left(0, \frac{1}{2-\alpha}\right)
\end{array}\right.\right] \mathrm{d} k \\
& =\frac{\sqrt{\pi} 2^{-\alpha}}{p(2-\alpha)} H_{31}^{12}\left[\begin{array}{l}
\frac{2}{p^{\frac{1}{2-\alpha}}} \left\lvert\, \begin{array}{l}
\left(\frac{1+\alpha}{2}, \frac{1}{2}\right),\left(0, \frac{1}{2-\alpha}\right),\left(\frac{\alpha}{2}, \frac{1}{2}\right) \\
\left(0, \frac{1}{2-\alpha}\right)
\end{array}\right.
\end{array} . .\right. \tag{C.4}
\end{align*}
$$

Thus

$$
\begin{align*}
P & =\frac{2^{-\alpha} \sin \left(\frac{\pi(1-\alpha)}{2-\alpha}\right)}{\sqrt{\pi} p^{\frac{1-\alpha}{2-\alpha}}} H_{31}^{12}\left[\begin{array}{l|l}
\left.\frac{2}{p^{\frac{1}{2-\alpha}}} \left\lvert\, \begin{array}{l}
\left(\frac{1+\alpha}{2}, \frac{1}{2}\right),\left(0, \frac{1}{2-\alpha}\right),\left(\frac{\alpha}{2}, \frac{1}{2}\right) \\
\left(0, \frac{1}{2-\alpha}\right)
\end{array}\right.\right] \\
& =\frac{\sin \left(\frac{\pi}{2-\alpha}\right)}{2 \sqrt{\pi}} H_{31}^{12}\left[\frac{2}{p^{\frac{1}{2-\alpha}}} \left\lvert\, \begin{array}{l}
\left(1, \frac{1}{2}\right),\left(\frac{1-\alpha}{2-\alpha}, \frac{1}{2-\alpha}\right),\left(\frac{1}{2}, \frac{1}{2}\right) \\
\left(\frac{1-\alpha}{2-\alpha}, \frac{1}{2-\alpha}\right)
\end{array}\right.\right] .
\end{array} . . \begin{array}{l}
\end{array} .\right.
\end{align*}
$$

In the important particular case $\alpha=0$,

$$
\begin{align*}
\lim _{\alpha=0} P & =\frac{1}{2 \sqrt{\pi}} H_{31}^{12}\left[\begin{array}{l}
\left.\frac{2}{\sqrt{p}} \left\lvert\, \begin{array}{l}
\left(1, \frac{1}{2}\right),\left(\frac{1}{2}, \frac{1}{2}\right),\left(\frac{1}{2}, \frac{1}{2}\right) \\
\left(\frac{1}{2}, \frac{1}{2}\right)
\end{array}\right.\right] \\
\end{array}\right. \\
& =\frac{1}{2 \sqrt{\pi}} H_{20}^{02}\left[\frac{2}{\sqrt{p}} \left\lvert\, \underline{\left.\left(1, \frac{1}{2}\right),\left(\frac{1}{2}, \frac{1}{2}\right)\right]}\right.\right. \\
& =\exp (-\sqrt{p}) . \tag{C.6}
\end{align*}
$$

## Appendix D. Search reliability in the $p \gg 1$ limit

In order to find the expansion for $P$ in the limit of large values of $p$ we start from equation (11), where $s=0$. The upper integral can be expressed as

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\cos k \mathrm{~d} k}{p k^{\alpha}+k^{2}}=\operatorname{Re} \int_{0}^{\infty} \frac{\mathrm{e}^{\mathrm{i} k} \mathrm{~d} k}{p k^{\alpha}+k^{2}}=\operatorname{Re} I \tag{D.1}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\chi^{-1} \int_{0}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \chi \kappa} \mathrm{~d} \kappa}{\kappa^{\alpha}+\kappa^{2}}=\chi^{-1} \int_{0}^{\infty} \mathrm{d} \kappa \frac{1}{1+\kappa^{2-\alpha}} \frac{\mathrm{e}^{\mathrm{i} \chi \kappa}}{\kappa^{\alpha}} \tag{D.2}
\end{equation*}
$$

such that

$$
\begin{equation*}
\frac{1}{\chi}=\int_{0}^{\infty} \mathrm{e}^{\mathrm{i} \chi \kappa} \kappa^{-\alpha} \phi(\kappa) \mathrm{d} \kappa, \tag{D.3}
\end{equation*}
$$

with $\phi(\kappa)=\frac{1}{1+\kappa^{2-\alpha}}$ and $\chi=p^{\frac{1}{2-\alpha}}$. Since $\chi$ is large, $\mathrm{e}^{\mathrm{i} \chi k}$ is a highly oscillating function. In addition, we have an integrated divergence of the integrand at zero. Due to these two reasons the main contribution to the integral will be given by the contribution around $\kappa \approx 0$. Therefore (and using the expression 2.3.3.1 from [66])

$$
\begin{align*}
I & =\frac{1}{\chi} \int_{0}^{\infty} \mathrm{e}^{\mathrm{i} \chi \kappa} \kappa^{-\alpha} \phi(\kappa) \mathrm{d} \kappa \approx \chi^{-1} \int_{0}^{\infty} \mathrm{e}^{\mathrm{i} \chi \kappa} \kappa^{-\alpha} \phi(0) \mathrm{d} \kappa \\
& =\chi^{-(2-\alpha)} \int_{0}^{\infty} \frac{\mathrm{e}^{\mathrm{i} \xi}}{\xi^{\alpha}} \mathrm{d} \xi \\
& =\chi^{-(2-\alpha)} \Gamma(1-\alpha)(-\mathrm{i})^{\alpha-1}=-\frac{\Gamma(1-\alpha)}{p} \mathrm{e}^{-\frac{\mathrm{i} \pi}{2}(\alpha-1)} \tag{D.4}
\end{align*}
$$

And thus

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\cos k \mathrm{~d} k}{p k^{\alpha}+k^{2}}=\frac{1}{p} \Gamma(1-\alpha) \sin \left(\frac{\pi \alpha}{2}\right) . \tag{D.5}
\end{equation*}
$$

The integral in the denominator of equation (11) can be computed analytically for any $p$ and the result is given by equation (C.2). Hence one gets equation (19).

## Appendix E. The case $\alpha=1$

For $\alpha=1$,

$$
\begin{equation*}
\wp_{\mathrm{fa}}(s)=\frac{\int_{-\infty}^{\infty} \mathrm{d} k \frac{\mathrm{e}^{\mathrm{i} k x_{0}}}{s+K_{\alpha}|k|+K_{\mathrm{B}} k^{2}}}{\int_{-\infty}^{\infty} \mathrm{d} k \frac{1}{s+K_{\alpha}|k|+K_{\mathrm{B}} k^{2}}} \tag{E.1}
\end{equation*}
$$

Obviously the integrals can be simplified due to the symmetry in $k$. Then

$$
\begin{equation*}
\wp_{\mathrm{fa}}(s)=\frac{\int_{0}^{\infty} \mathrm{d} k \frac{\cos \left(k x_{0}\right)}{s+K_{\alpha}|k|+K_{\mathrm{B}} k^{2}}}{\int_{0}^{\infty} \mathrm{d} k \frac{1}{s+K_{\alpha}|k|+K_{\mathrm{B}} k^{2}}}=\frac{I_{2}}{I_{1}}, \tag{E.2}
\end{equation*}
$$

where $I_{1}$ and $I_{2}$ can be computed or taken from Prudnikov [66]

$$
\begin{align*}
I_{1}= & \frac{1}{K_{\mathrm{B}}\left(k_{2}-k_{1}\right)} \ln \left|\frac{k_{2}}{k_{1}}\right|  \tag{E.3}\\
I_{2}= & \frac{1}{K_{\mathrm{B}}\left(k_{2}-k_{1}\right)}\left[\operatorname{ci}\left(x_{0} k_{2}\right) \cos \left(x_{0} k_{2}\right)-\operatorname{ci}\left(x_{0} k_{1}\right) \cos \left(x_{0} k_{1}\right)\right. \\
& \left.+\operatorname{si}\left(x_{0} k_{2}\right) \sin \left(x_{0} k_{2}\right)-\operatorname{si}\left(x_{0} k_{1}\right) \sin \left(x_{0} k_{1}\right)\right] \tag{E.4}
\end{align*}
$$

where $k_{1,2}=\frac{K_{1} \mp \sqrt{K_{1}^{2}-4 K_{\mathrm{B}} s}}{2 K_{\mathrm{B}}}, \operatorname{ci}(z)$ and $\operatorname{si}(z)$ are integral cosine and sine respectively, defined via $\operatorname{si}(z)=-\int_{z}^{\infty} \frac{\sin y}{y} \mathrm{~d} y$ and $\operatorname{ci}(z)=-\int_{z}^{\infty} \frac{\cos y}{y} \mathrm{~d} y$. Thus, for $\alpha=1, v=0$ and

$$
\begin{align*}
\wp_{\mathrm{fa}}(s)= & \frac{1}{\ln \left|\frac{k_{2}}{k_{1}}\right|}\left[\operatorname{ci}\left(x_{0} k_{2}\right) \cos \left(x_{0} k_{2}\right)-\operatorname{ci}\left(x_{0} k_{1}\right) \cos \left(x_{0} k_{1}\right)\right. \\
& +\operatorname{Si}\left(x_{0} k_{2}\right) \sin \left(x_{0} k_{2}\right)-\operatorname{Si}\left(x_{0} k_{1}\right) \sin \left(x_{0} k_{1}\right) \\
& \left.+\pi \cos \left(\frac{k_{1}+k_{2}}{2}\right) \sin \left(\frac{k_{2}-k_{1}}{2}\right)\right] \\
= & \frac{1}{\ln \left|\frac{k_{2}}{k_{1}}\right|}\left[\operatorname{ci}\left(x_{0} k_{2}\right) \cos \left(x_{0} k_{2}\right)-\operatorname{ci}\left(x_{0} k_{1}\right) \cos \left(x_{0} k_{1}\right)\right. \\
& \left.+\operatorname{si}\left(x_{0} k_{2}\right) \sin \left(x_{0} k_{2}\right)-\operatorname{si}\left(x_{0} k_{1}\right) \sin \left(x_{0} k_{1}\right)\right] . \tag{E.5}
\end{align*}
$$

In the first expression an alternative way to represent the results is used (which corresponds to Mathematica) with

$$
\begin{equation*}
\operatorname{Si}(z)=\int_{0}^{z} \frac{\sin y}{y} \mathrm{~d} y=\frac{\pi}{2}+\operatorname{si}(z) \tag{E.6}
\end{equation*}
$$

## Appendix F. Asymptotical behaviour of the search efficiency for $\boldsymbol{p} \rightarrow \infty$

In the limit $p \rightarrow \infty$ the search efficiency can be expressed through the Brownian efficiency $\mathcal{E}_{\mathrm{B}}$ (i.e. for $p=0$ ) in the form

$$
\begin{equation*}
\mathcal{E}(p)=\frac{\mathcal{E}_{\mathrm{B}}}{2} \int_{0}^{\infty} \wp_{\mathrm{fa}}(p, s) \mathrm{d}\left(s t_{\mathrm{B}}\right) \tag{F.1}
\end{equation*}
$$

where $\wp_{\mathrm{fa}}(p, s)$ is determined by equation (11).

## F.1. $\alpha>1$

For $\alpha>1$ LFs have a finite search reliability. In the limit $p \rightarrow \infty$ the LFs dominate the search process, and we thus necessarily recover expression (B.4).

## F.2. $\alpha<1$

In the case $\alpha<1$ convergence at infinity is due to the term $k^{2}$ and we cannot neglect it so easily as we did for $\alpha>1$. Let us change the variables in (F.1) as $s t_{\mathrm{B}}=p^{\nu} u, k=p^{\mu} \kappa$, where $\nu$ and $\mu$ will be specified below. Then from (F.1) we get

$$
\begin{equation*}
2 \frac{\mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}}=p^{\nu} \int_{0}^{\infty} \mathrm{d} u \frac{\int_{0}^{\infty} \frac{\cos \left(p^{\mu} \kappa\right)}{p^{\nu} u+p^{1+\alpha \mu} \kappa^{\alpha}+p^{2 \mu} \kappa^{2}} p^{\mu} \mathrm{d} \kappa}{\int_{0}^{\infty} \frac{1}{p^{\nu} u+p^{1+\alpha \mu} \kappa^{\alpha}+p^{2 \mu} \kappa^{2}} p^{\mu} \mathrm{d} \kappa} . \tag{F.2}
\end{equation*}
$$

We choose $\nu$ and $\mu$ such that

$$
\begin{equation*}
\nu=1+\alpha \mu=2 \mu \tag{F.3}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\mu=\frac{1}{2-\alpha}, \quad \nu=\frac{2}{2-\alpha} \tag{F.4}
\end{equation*}
$$

Then equation (F.2) takes the form

$$
\begin{equation*}
2 \frac{\mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}}=p^{\nu} \int_{0}^{\infty} \mathrm{d} u \frac{\int_{0}^{\infty} \frac{\cos \left(p^{\mu} \kappa\right)}{u+\kappa^{\alpha}+\kappa^{2}} \mathrm{~d} \kappa}{\int_{0}^{\infty} \frac{1}{u+\kappa^{\alpha}+\kappa^{2}} \mathrm{~d} \kappa} \tag{F.5}
\end{equation*}
$$

The integral in the denominator converges at all positive $u$, does not depend on $p$ and has an upper bound at $u=0$,

$$
\begin{align*}
f(u) & =\int_{0}^{\infty} \frac{1}{u+\kappa^{\alpha}+\kappa^{2}} \mathrm{~d} \kappa \leqslant f(0) \\
& =\int_{0}^{\infty} \frac{1}{\kappa^{\alpha}+\kappa^{2}} \mathrm{~d} \kappa . \tag{F.6}
\end{align*}
$$

As for the integral in the numerator, since $p \gg 1$ the main contribution comes from small $\kappa$. We thus neglect $\kappa^{2}$ in comparison with $\kappa^{\alpha}$ and use the approach from appendix B. Hence, for the efficiency we get

$$
\begin{align*}
2 \frac{\mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}} & \approx p^{\nu} \int_{0}^{\infty} \frac{\mathrm{d} u}{f(u)} \int_{0}^{\infty} \frac{\cos \left(p^{\mu} \kappa\right)}{u+\kappa^{\alpha}} \mathrm{d} \kappa \\
& \sim p^{\nu} \int_{0}^{\infty} \frac{\mathrm{d} u}{f(u)} \int_{0}^{\infty} \mathrm{d} \tau \mathrm{e}^{-u \tau} \frac{1}{\tau^{1 / \alpha}} l_{\alpha}\left(\frac{p^{\mu}}{\tau^{1 / \alpha}}\right) \tag{F.7}
\end{align*}
$$

where

$$
y=p^{\mu} / \tau^{1 / \alpha}, \quad \tau=p^{\mu \alpha} / y^{\alpha}, \quad \mathrm{d} \tau=-\frac{1}{\alpha} \frac{p^{\mu \alpha}}{y^{\alpha+1}} \mathrm{~d} y
$$

Thus

$$
\begin{align*}
2 \frac{\mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}} & \sim p^{\nu-\mu+\mu \alpha} \int_{0}^{\infty} \frac{\mathrm{d} u}{f(u)} \int_{0}^{\infty} \mathrm{d} y \exp \left(-\frac{u p^{\mu \alpha}}{y^{\mu \alpha}}\right) y^{-\alpha} l_{\alpha}(y) \\
& =p^{\nu-\mu+\mu \alpha} \int_{0}^{\infty} \mathrm{d} y l_{\alpha}(y) y^{-\alpha} \int_{0}^{\infty} \frac{\mathrm{d} u}{f(u)} \exp \left(-\frac{u p^{\mu \alpha}}{y^{\mu \alpha}}\right) \\
& =p^{\nu-\mu} \int_{0}^{\infty} \mathrm{d} y l_{\alpha}(y) \int_{0}^{\infty} \frac{\mathrm{e}^{-t} \mathrm{~d} t}{f\left(\frac{y^{\alpha} t}{p^{\mu \alpha}}\right)} \\
& \sim p^{\nu-\mu} \sim p^{1 /(2-\alpha)}, \quad @ p \rightarrow \infty, \tag{F.8}
\end{align*}
$$

due to relation (F.6), i.e. for $\alpha<1$

$$
\begin{equation*}
\mathcal{E}(p) \sim p^{\frac{1}{2-\alpha}} \tag{F.9}
\end{equation*}
$$

F.3. $\alpha=1$

The case $\alpha=1$ requires a special treatment. The efficiency in this case is

$$
\begin{equation*}
\frac{2 \mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}}=\int_{0}^{\infty} \mathrm{d}\left(s t_{\mathrm{B}}\right) \frac{\int_{0}^{\infty} \frac{\cos k \mathrm{~d} k}{s t_{\mathrm{B}}+p k+k^{2}}}{\int_{0}^{\infty} \frac{\mathrm{d} k}{s t_{\mathrm{B}}+p k+k^{2}}} \tag{F.10}
\end{equation*}
$$

Making the same change of variables as in appendix F.2, we get (cf (F.5))

$$
\begin{equation*}
\frac{2 \mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}}=p^{2} \int_{0}^{\infty} \mathrm{d} u \frac{\int_{0}^{\infty} \frac{\cos (p \kappa) \mathrm{d} \kappa}{u+\kappa+\kappa^{2}}}{\int_{0}^{\infty} \frac{\mathrm{d} \kappa}{u+\kappa+\kappa^{2}}} \tag{F.11}
\end{equation*}
$$

To proceed we start with the evaluation of the integral in the denominator

$$
\begin{align*}
f(u) & =\int_{0}^{\infty} \frac{1}{u+\kappa+\kappa^{2}} \mathrm{~d} \kappa=\int_{0}^{\infty} \frac{1}{\left(\kappa+\frac{1}{2}\right)^{2}+u-\frac{1}{4}} \mathrm{~d} \kappa \\
& = \begin{cases}f_{1}(u)=\frac{1}{2 \sqrt{1 / 4-u}} \ln \left|\frac{1 / 2+\sqrt{1 / 4-u}}{1 / 2-\sqrt{1 / 4-u}}\right|, & u<1 / 4, \\
f_{2}(u)=\frac{1}{\sqrt{u-1 / 4}}\left(\pi / 2-\arctan \frac{1}{2 \sqrt{u-1 / 4}}\right), & u>1 / 4, \\
2, & u=1 / 4,\end{cases} \tag{F.12}
\end{align*}
$$

For the integral in the numerator similar to the case $\alpha<1$ (appendix F.2) the main contribution comes from small $\kappa$ values due to $p \gg 1$. Hence we can neglect $\kappa^{2}$ in comparison with $\kappa$. Thus

$$
\begin{equation*}
f(u)=\int_{0}^{\infty} \frac{\cos (p \kappa)}{u+\kappa+\kappa^{2}} \mathrm{~d} \kappa \underset{p \gg 1}{\simeq} \int_{0}^{\infty} \frac{\cos (p \kappa)}{u+\kappa} \mathrm{d} \kappa=g(p u), \tag{F.13}
\end{equation*}
$$

where $g(z)$ can be expressed through sine and cosine integrals $\operatorname{Si}(z)$ and $\operatorname{Ci}(z)$ (for the definitions see appendix E ):

$$
\begin{equation*}
g(z)=-\operatorname{Ci}(z) \cos (z)-(\operatorname{Si}(z)-\pi / 2) \sin (z) . \tag{F.14}
\end{equation*}
$$

equation (F.11) can be rewritten as

$$
\begin{equation*}
\frac{2 \mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}}=p^{2} \int_{0}^{1 / 4} \frac{\mathrm{~d} u}{f_{1}(u)} g(p u)+p^{2} \int_{1 / 4}^{\infty} \frac{\mathrm{d} u}{f_{2}(u)} g(p u) . \tag{F.15}
\end{equation*}
$$

For the second term in the latter expression one can use an asymptotic of $g(z) \sim 1 / z^{2}$ for $p u \gg 1$ since $p \gg 1$ (see equation 5.2.35 in [67]). This implies that the contribution from the second term does not grow with increasing $p$ at large $p$ values.

The first term can be rewritten as

$$
\begin{equation*}
p^{2} \int_{0}^{1 / 4} \frac{\mathrm{~d} u}{f_{1}(u)} g(p u)=p \int_{0}^{p / 4} \frac{\mathrm{~d} y}{f_{1}(y / p)} g(y) . \tag{F.16}
\end{equation*}
$$

The upper bound of this term is given by

$$
\begin{equation*}
p \int_{0}^{p / 4} \frac{\mathrm{~d} y}{f_{1}(y / p)} g(y)<\frac{p}{f_{1}(1 / 4)} \int_{0}^{\infty} \mathrm{d} y g(y) \tag{F.17}
\end{equation*}
$$

as $g(y)$ is integrable on $[0, \infty)$ and we can replace the upper limit $p / 4$ of the integral with $\infty$ at $p \gg 1$. Thus, the first term in equation (F.15) does not grow faster than $p$. To get a lower bound for the growth limit of large $p$ we use the first mean value theorem [68] and a small argument asymptotic $f_{1}(u) \sim-\ln u$, yielding
$p \int_{0}^{p / 4} \frac{\mathrm{~d} y}{f_{1}(y / p)} g(y)=\frac{p}{f_{1}\left(y^{*} / p\right)} \int_{0}^{p / 4} \mathrm{~d} y g(y) \sim \frac{p}{-\ln \left(y^{*} / p\right)} \int_{0}^{\infty} \mathrm{d} y g(y)$,
where $0<y^{*}<p / 4$. Hence

$$
\begin{equation*}
\frac{\mathcal{E}(p)}{\mathcal{E}_{\mathrm{B}}} \sim \frac{p}{\ln p}, \tag{F.19}
\end{equation*}
$$

which is confirmed by numerical simulations.

## References

[1] Hughes B R 1995 Random Walks and Random Environments vol 1 Random Walks (Oxford: Clarendon)
[2] Pearson K 1905 Nature 72294
[3] Pólya G 1921 Mathematische Annalen 83149
[4] Lévy P 1965 Processus Stochastiques et Mouvement Brownien (Paris: Gauthier-Villars)
[5] Bouchaud J-P and Georges A 1990 Phys. Rep. 195127
[6] Spitzer F 1976 Principles of Random Walk (Heidelberg: Springer)
[7] Palyulin V V, Chechkin A V and Metzler R 2014 Proc. Natl Acad. Sci. USA 1112931
[8] Palyulin V V, Chechkin A V and Metzler R 2014 J. Stat. Mech. 2014 P11031
[9] da Luz M G E, Grosberg A Y, Raposo E P and Viswanathan G M 2008 J. Phys. A: Math. Theor. 41440201 (special issue on random search)
[10] von Hippel P H and Berg O 1989 J. Biol. Chem. 264675
[11] Kolesov G, Wunderlich Z, Laikova O N, Gelfand M S and Mirny L A 2007 Proc. Natl Acad. Sci. USA 10413948
[12] Bauer M and Metzler R 2013 PLoS One 8 e 53956
[13] Pulkkinen O and Metzler R 2013 Phys. Rev. Lett. 110198101
[14] Sheinman M, Bénichou O, Kafri Y and Voituriez R 2012 Rep. Prog. Phys. 75026601
[15] Kolomeisky A B 2011 Phys. Chem. Chem. Phys. 132088
[16] Bénichou O, Loverdo C, Moreau M and Voituriez R 2011 Rev. Mod. Phys. 8381
[17] Viswanathan G E, da Luz M G E, Raposo E F and Stanley H E 2011 The Physics of Foraging. An Introduction to Random Searches and Biological Encounters (Cambridge: Cambridge University Press)
[18] Méndez V, Campos D and Bartumeus F 2014 Stochastic Foundations in Movement Ecology (Berlin: Springer)
[19] Becker M, Blatt F and Szczerbicka H 2013 Multiagent System Technologies Lecture Notes in Computer Science vol 8076 (Berlin: Springer) pp 1928
[20] Pavlyukevich I 2007 J. Comput. Phys. 2261830
[21] Shlesinger M F and Klafter J 1986 On Growth and Form ed H E Stanley and N Ostrowsky (Dordrecht: Martinus Nijhoff)
[22] Schwarzl M, Godec A and Metzler R 2016 J. Phys. A: Math. Theor. 49225691
[23] Metzler R and Klafter J 2000 Phys. Rep. 3391
Metzler R and Klafter J 2004 J. Phys. A: Math. Gen. 37 R161
[24] Bartumeus F, Catalan J, Fulco U L, Lyra M L and Viswanathan G M 2002 Phys. Rev. Lett. 88 097901
[25] Viswanathan G M, Afanasyev V, Buldyrev S V, Murphy E J, Prince P A and Stanley H E 1996 Nature 381413
[26] Viswanathan G M, Buldyrev S V, Havlin S, da Luz M G E, Raposo E P and Stanley H E 1999 Nature 401911
[27] Wosniack M E, Raposo E P, Viswanathan G M and da Luz M G E 2015 Phys. Rev. E 92062135
[28] Edwards A M et al 2007 Nature 4491044
[29] Benhamou S 2007 Ecology 88 1962-9
[30] Plank M, Auger-Méthé M and Codling E 2013 Lévy or not? Analysing positional data from animal movement paths Dispersal Individual Movement and Spatial Ecology ed M A Lewis, P Maini and S V Petrovskii (Berlin: Springer) pp 33-52
[31] Nathan R et al 2008 Proc. Natl Acad. Sci. 10519052
[32] Humphries N E, Weimerskirch H, Queiroza N, Southalla E J and Sims D W 2012 Proc. Natl Acad. Sci. USA 1097169
[33] Sims D W et al 2008 Nature 4511098
[34] Humphries N E et al 2010 Nature 4651066
[35] de Knegt H J, Hengeveld G M, van Langevelde F, de Boer W F and Kirkman K P 2007 Behav. Ecol. 181065
[36] Focardi S, Montanaro P and Pecchioli E 2009 PLoS One 4 e6587
[37] Bartumeus F, Peters F, Pueyo S, Marraséand C and Catalan J 2003 Proc. Natl Acad. Sci. 100 12771
[38] Brockmann D 2010 Phys. World 231
[39] Brockmann D, Hufnagel L and Geisel T 2006 Nature 439462
[40] O'Brien W J, Browman H I and Evans B I 1990 Am. Sci. 78152
[41] Kramer D L and MacLaughlin R L 2001 Am. Zool. 41137
[42] Oshanin G, Wio H S, Lindenberg K and Burlatsky S F 2007 J. Phys.: Condens. Matter 19065142
[43] Oshanin G, Lindenberg K, Wio H S and Burlatsky S 2009 J. Phys. A: Math. Theor. 42434008
[44] Mashanova A, Oliver T H and Jansen V A A 2010 J.R. Soc. Interface 7199
[45] Jansen V A A, Mashanova A and Petrovskii S 2012 Science 335918
[46] Reynolds A 2009 Physica A 388561
[47] Hays G C et al 2012 Proc. Roy. Soc. B 279 465-73
[48] de Jager M, Bartumeus F, Kölzsch A, Weissing F, Hengeveld G, Nolet B, Herman P and van de Koppel J 2013 Proc. Roy. Soc. B 281 20132605/1
[49] Humphries N et al 2010 Nature 4651066
[50] Sims D, Humphries N, Bradford R and Bruce B 2012 J. Anim. Ecol. 81 432-42
[51] Lomholt M A, Ambjörnsson T and Metzler R 2005 Phys. Rev. Lett. 85260603
[52] Lomholt M A, Koren T, Metzler R and Klafter J 2008 Proc. Natl Acad. Sci. USA 10511055
[53] Chechkin A V, Sokolov I M and Klafter J 2011 Natural and modified forms of distributed-order fractional diffusion equations Fractional Dynamics ed J Klafter, S C Lim and R Metzler (Singapore: World Scientific) pp 107-27
[54] Taylor-King J P, Klages R, Fedotov S and Gorder R A V 2016 A fractional diffusion equaiton for an n-dimensional correlated Lévy walk Phys. Rev. E 94012104
[55] van den Broek B, Lomholt M A, Kalisch S- M J, Metzler R and Wuite G J L 2008 Proc. Natl Acad. Sci. USA 10515738
[56] Lomholt M A, van den Broek B, Kalisch S- M J, Wuite G J L and Metzler R 2009 Proc. Natl Acad. Sci. USA 1068204
[57] Bauer M, Rasmussen E S, Lomholt M A and Metzler R 2015 Sci. Rep. 510072
[58] Chechkin A V, Metzler R, Yu V, Gonchar J, Klafter L V and Tanatarov J 2003 Phys. A: Math. Gen. 36 L537
[59] Redner S 2001 A Guide to First-Passage Processes (Cambridge: Cambridge University Press)
[60] Metzler R, Oshanin G and Redner S (ed) 2014 First-Passage Phenomena and Their Applications (Singapore: World Scientific)
[61] James A, Pitchford J W and Plank M J 2010 Bull. Math. Biol. 72896
[62] Koren T, Lomholt M A, Chechkin A V, Klafter J and Metzler R 2007 Phys. Rev. Lett. 99160602
[63] Zaburdaev V, Denisov S and Klafter J 2015 Rev. Mod. Phys. 87483
[64] Cattivelli L, Agliari E, Sartori F and Cassi D 2015 Phys. Rev. E 92042156
[65] West B J and Seshadri V 1982 Physica A 113 203-16
[66] Prudnikov A P, Brychkov Y A and Marichev O I 1990 Integrals and Series (New York: Gordon and Breach)
[67] Abramowitz M and Stegun I A 1964 Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables (New York: Dover)
[68] Gradshteyn I S and Ryzhik I M 2007 Table of the Integrals, Series and Products (San Diego, CA: Academic)


[^0]:    ${ }_{9}^{8}$ On a simple cubic lattice in three dimensions the returning probability is $\approx 0.34$ [1].
    ${ }^{9}$ The opposite case of a predator hunting a relatively dense herd of prey animals is considered, for instance, in [22].

[^1]:    ${ }^{10}$ We remind the reader that for Brownian motion first arrival and first passage lead to identical results, whereas the definitions are conceptually different for LFs [58, 62].

[^2]:    ${ }^{11}$ In the limit of $\alpha \rightarrow 1$ the coefficient $C_{1}(\alpha)$ vanishes. However $P$ does not exceed the value unity, as in this limit we should include the third term in the expansion, as it has the same power. Then $C_{3}$ exactly cancels with $C_{2}$ and no contradiction appears.

